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Abstract

The oropharynx is involved in a number of complex neurological functions,
such as chewing, swallowing, and speech. Disorders associated with these
functions, if not treated properly, can dramatically reduce the quality of life
for the sufferer. When tailored to individual patients, biomechanical models
can augment the imaging data, to enable computer-assisted diagnosis and
treatment planning.

The present dissertation develops a framework for 3D, subject-specific biome-
chanical modeling and simulation of the oropharynx. Underlying data con-
sists of magnetic resonance (MR) images, as well as audio signals, recorded
while healthy speakers repeated specific phonetic utterances in time with a
metronome. Based on this data, we perform simulations that demonstrate
motor control commonalities and variations of the /s/ sound across speak-
ers, in front and back vowel contexts. Results compare well with theories
of speech motor control in predicting the primary muscles responsible for
tongue protrusion/retraction, jaw advancement, and hyoid positioning, and
in suggesting independent activation units along the genioglossus muscle.

We augment the simulations with real-time acoustic synthesis to generate
sound. Spectral analysis of resultant sounds vis-à-vis recorded audio signals
reveals discrepancy in formant frequencies of the two. Experiments using 1D
and 3D acoustical models demonstrate that such discrepancy arises from low
resolution of MR images, generic parameter-tuning in acoustical models, and
ambiguity in 1D vocal tract representation. Our models prove beneficial for
vowel synthesis based on biomechanics derived from image data.

Our modeling approach is designed for time-efficient creation of subject-
specific models. We develop methods that streamline delineation of artic-
ulators from MR images and reduce expert interaction time significantly
(≈ 5 mins per image volume for the tongue). Our approach also exploits
muscular and joint information embedded in state-of-the-art generic models,
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while providing consistent mesh quality, and the affordances to adjust mesh
resolution and muscle definitions.
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Chapter 1

Introduction

Speech production is a complex neuromuscular human function that involves
coordinated interaction of the oropharyngeal structures (shown in Figure
1.1). Speech impairments are widespread and have an adverse effect on the
sufferer’s quality of life. Currently, articulation, fluency, and voice disorders
afflict more than 7.5 million people in the United States. It has proven diffi-
cult to characterize the complex, nonlinear relationship between neurological
activation units, articulatory motion, and sound generation. Such difficulty
hinders efforts in rehabilitation planning greatly. A deeper understanding of
speech production would, thus, be invaluable in a clinical setting.

Medical imaging has enabled more detailed observation of the oropharynx;
nevertheless, hidden variables, such as muscular forces and activations, re-
main mostly immeasurable. By predicting such variables, biomechanical
models can improve the protocols of diagnosis, and assist in treatment plan-
ning. In jaw reconstructive surgery, study of the pre- and post-operative
models of the mandible and maxilla (constructed based on computed tomog-
raphy [CT] scans of the patients) has led to the selection of more suitable
operational procedures, and a reduction in the risk of associated complica-
tions (Wolánski et al., 2015).

Despite the clinical success of patient-specific bone models in jaw reconstruc-
tive surgery, biomechanical modeling of speech remains challenging. Firstly,
articulatory motion of oropharyngeal soft tissue is rapid and difficult to cap-
ture. Magnetic resonance imaging (MRI) is better suited to depicting soft-
tissue, but still falls short due to low contrast and spatial sparsity. Secondly,
the structure and physiology of oropharyngeal soft tissue, with its interwoven
muscle and tendon fibers, remains a challenge to represent in a biomechan-
ical model. As a result, current models of articulatory movement remain
generic: that is, they represent an average human anatomy and function,
thus, failing to provide individualized information. In addition, the making
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Lips
Maxilla

Mandible

Tongue

Hyoid

Velum

Epiglottis

Nasal Cavity

Nasopharynx

Oropharynx

Hypopharynx

Figure 1.1. A mid-sagittal diagram of a human upper airway, denoting the
(oro)pharyngeal structures.

of current generic models relies heavily on expert interaction – a process that
is not cost effective when dealing with many individual cases. These fac-
tors contribute to a gap in speech research, separating medical imaging from
soft-tissue modeling and simulation.

The gap extends further when looking at biomechanical vs. acoustical mod-
els of speech. Sound production, the ultimate physical goal of speech, has
mostly been addressed independent of biomechanics. Articulatory speech
synthesizers generate sound based on the geometry of the vocal tract, which
is estimated directly from medical images. The search for an ideal model,
one which represents both the acoustical and biomechanical characteristics
of the oropharynx, continues to this day.

A unified modeling framework could fill the current gaps in speech analysis by
integrating the required constituent units: data processing, subject-specific
biomechanical modeling, data-driven simulation and acoustic synthesis. Such
a framework would serve as a complementary tool for studying inter- and
intra-subject variability in speech production, could potentially lead to the
development, modification, and verification of theories of speech strategy
across speakers of different gender, age, language, or pathology.

The present dissertation develops subject-specific, oropharyngeal modeling
and simulation methods for speech research. The underlying data includes
dynamic (cine and tagged) magnetic resonance (MR) images, which capture
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2

Subject-Specific 

Modelling

(Chapters 3)

Data-Driven 

Simulation

(Chapter 4)

Tagged-MRI

Generic Models

Cine-MRI

Muscle

Activations

Sound

Acoustic 

Synthesis

(Chapter 5)

Figure 1.2. Designed work-flow for subject-specific, oropharyngeal modelling and
simulation in speech research.

the motion of articulators during the repetition of specific speech utterances.
Each chapter of this dissertation details a component of the designed work-
flow, as shown in Figure 1.2.

In Chapter 2 we present a review, and identify the challenges facing standard
approaches to the characterization of oropharyngeal structures and speech
function – with a particular focus on data acquisition and measurement, as
well as biomechanical and acoustical modeling.

Chapter 3 details our approach to subject-specific modeling of the orophar-
ynx. We develop methods to address the challenge of MRI segmentation
for the articulators, and quantify the efficacy of these methods in regards
to time-efficiency, accuracy, and parameter sensitivity. Further, we incorpo-
rate standard generic models into our subject-specific modeling approach, to
minimize remodeling efforts, before demonstrating the performance of our
models in a forward simulation scheme.

In Chapter 4 we enable inverse simulation of our developed models, based
on tissue trajectories extracted from the tagged MRI data of each speaker.
Through this simulation, we investigate inter-speaker variability in the esti-
mated muscle-activation patterns. A comparison of our results with linguistic
theories of speech production validates our findings.

In Chapter 5 our subject-specific models and corresponding data-driven sim-
ulations are coupled with a standard 1D acoustical model, in order to syn-
thesize vowel sounds in both running and sustained speech configurations.
Spectral analysis of our deformed vocal-tract model reveals discrepancy with
that of the recorded audio. We identify the sources of discrepancy by com-
paring the performance of the 1D and 3D acoustical models, which carry
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their computations both in time and frequency domains.

In Chapter 6 we summarize the contributions of this dissertation, describe
directions for future work, and provide concluding remarks.

1.1 Contributions

The primary, novel, contributions of this dissertation are highlighted here.

1. Our work fills a gap between medical images of the oropharynx and
speech analysis in the biomechanical and acoustical domains, by de-
veloping, incorporating, and validating methods that fit our designed
framework in Figure 1.2. This is first achieved by efficient processing
of dynamic MR images for modeling and simulation purposes (parts of
chapters 3 and 4). Following this, we facilitate creation of subject-
specific biomechanical models of the tongue, mandible, and hyoid,
based on standard generic models (Chapter 3). We then simulate our
models by solving the inverse problem for MRI-based tissue displace-
ments (Chapter 4). Finally, we enable sound generation based on the
predicted biomechanics, by integrating an articulatory acoustic syn-
thesizer to our biomechanical system (Chapter 5). Components of this
contribution have been published in [P1].

2. We significantly reduce the expert interaction time required for 3D
segmentation of tongue tissue from MR images, by introducing a real-
time, intuitive interaction scheme into a mesh-to-image registration
technique (Section 3.2). Each segmentation task requires less than five
minutes – compared with two or more hours using standard, semi-
automatic tools. The quantitative results show comparable accuracy
with human errors. This contribution has been published in [P2].

3. We provide tools for adjusting the spatial resolution and muscle topol-
ogy of our subject-specific, finite element (FE) tongue models (Chapter
3). By combining the benefits of FE meshing and registration tech-
niques, our modeling approach leverages the biomechanical properties
of a standard generic model without being constrained by its mesh
configuration or muscle definition. This contribution has been partly
published in [P1], and partly submitted for publication in [P3].
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4. Using our data-driven simulation, we measure and quantify inter-speaker
variability in the muscle-activation patterns responsible for the /s/
sound in front and back vowel contexts (Chapter 4). Results show
consistency with theories of speech motor control in predicting the pri-
mary muscles involved in tongue protrusion/retraction, jaw advance-
ment, and hyoid positioning. Our findings compare well with published
medical measurements in suggesting independent activation units along
the genioglossus muscle. This contribution has been submitted for pub-
lication in [P3].

5. We identify the challenges of using, and demonstrate the trade-off be-
tween, standard 1D and 3D acoustical models for sound generation
(Chapter 5). We show that low resolution of dynamic MR images and
generic parameter-tuning in acoustical models degrade the accuracy of
the computed formant frequencies. We also verify that the stability and
accuracy of such formants are adversely affected by ambiguity in 1D
representation of the vocal tract, and simplification of acoustic equa-
tions required to make 3D analysis possible in frequency-domain. This
contribution has partly been published in [P1], and partly presented
at the Parametric Modeling of Human Anatomy (PMHA) workshop
(2015) in Montreal, Canada.
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Chapter 2

Background

Current advancements in data acquisition techniques have created a great
opportunity to observe articulatory movements. Data analysis and measure-
ment methods enable quantitative assessments of these observations, and are
considered inevitable for transition to computational models. This chapter
reviews the tools and techniques used for the analysis of speech production.
Section 2.1 provides a review of medical imaging methods, such as MRI,
for depiction of the oropharyngeal structures. The section follows by ad-
dressing the potentials and challenges of physiological data acquisition tech-
niques, such as electromyography. Finally, image segmentation methods are
discussed, identifying the challenges in dealing with oropharyngeal medical
images.

Despite current advances in medical imaging techniques, measuring the biome-
chanics of speech (such as chronology and level of muscular force and activa-
tion) remains a challenge, mainly due to the structural and physiological com-
plexity of the articulators. Biomechanical models in particular complement
the imaging observations, furthering the understanding of speech production.
Section 2.2 reviews previously reported generic biomechanical models of the
articulators, and identifies the need to move to a subject-specific framework.
Finally, inverse simulation techniques are discussed as a solution to the lack
of the physiological data.

The ultimate goal of speech mechanics is to generate sound. Established
speech synthesis techniques, such as concatenative synthesis, involve the se-
lection of units of speech based on statistical analysis of the sound recorded
from a population of speakers. These methods are successful in generating
natural sounding speech, but fail to explain the nature of speech produc-
tion. Articulatory speech synthesis, on the other hand, attempts to simulate
speech production by applying the governing rules of physics. Mathematical
models of vocal folds and tracts are built, in which sound waves propagate
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from the subglottal area to the exterior of the lips. Section 2.3 explains the
acoustics characteristics of different speech units, and reviews the current
trend in articulatory speech synthesizers.

2.1 Data Acquisition and Measurement

Diversified medical data is acquired to provide insight into the morphology of
the oropharynx and physiology of speech. Static imaging techniques capture
the tongue in a sustained posture, while dynamic imaging techniques strive to
record a chronology of oropharyngeal motion in running speech. The common
challenges fall into the following categories: 1) the motion artifact caused by
relatively-long scan times; 2) insufficient spatial and temporal resolutions; 3)
low signal-to-noise ratio; and 4) poor soft-tissue contrast. In addition, the
approved level of the ionization dosage is a matter of active discussion. This
section briefly reviews each state-of-the-art imaging modality with respect to
the goals of this thesis.

2.1.1 Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) is capable of differentiating between body
tissues, by altering magnetic alignment of hydrogen atoms, and measuring
the released energy while the protons resume their previous alignment. T1-
weighted images are well-suited to depict soft-tissue anatomy and fat, while
T2-weighted images are optimal for showing fluid. The major limitation of
MRI in depicting the oropharynx is motion artifacts. For years, relatively
long acquisition time of conventional MRI made recording of running speech
impractical. Nowadays, shorter acquisition times have become possible due
to the advances in technical aspects of MR scanners, which allow for parallel
reconstruction and/or k-space encoding.

High-resolution MR volumes require a long acquisition time, commonly lead-
ing to involuntary movement of the tongue and, hence, introduces severe
motion artifacts (Plenge et al., 2012). 2D acquisition can provide a refined
depiction of the tongue in the acquired plane, but it results in low through-
plane resolution, inadequate for most volumetric analyses. Some previous
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Real-time articulation Sustained articulation 

/a/  /i/  /u/  

Figure 2.1. Mid-sagittal contours of the articulators derived from sustained and
real-time MRI for vowels /a/, /i/, and /u/. c©Engwall (2003b), adapted with
permission.

speech studies adjust the orientation of the acquisition plane so it is orthogo-
nal to the axis of vocal tract (VT) (Badin et al., 2002; Engwall, 2003a; Takano
and Honda, 2007). This facilitates tongue modeling for a sustained tongue
posture; however, sustained articulations cause hyper-articulated configura-
tions, which are not necessarily representative of running speech. A study
by Engwall (2003b) suggests that jaw opening is more dominant in sustained
vowels; whereas, its contribution in running speech is taken over by larger
alterations in tongue shape (see Figure 2.1).

Fast MRI Acquisition

Improvements in magnet quality in recent MR scanners has enabled Gradient
Echo sequences to capture higher quality images – comparable to Spin Echo
(SE) – resulting in faster acquisitions.

Parallel imaging, as a complementary reconstruction technique, has caused a
revolutionary change in the length of MRI scans (Larkman and Nunes, 2007).
Multi-array coil configurations augment the obtainable SNR, and provide the
spatial information (in the form of receiver coil sensitivity maps) to shorten
phase encoding time. In 2011, a 16-channel array receiver coil – custom-
designed to provide localized sensitivity in the airway – was used to capture
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of the VT at a maximal temporal resolution of 84ms, for a single slice (Kim
et al., 2011a) .

Traditional MRI acquires parallel lines of data in the k-space (i.e., Cartesian
sampling), mainly to provide simplicity in computations, and robustness to
noise in early MRI scanners. Under-sampling of the k-space (in order to
reduce scan time) is limited in the Cartesian grid, and introduces a jumping
effect in consecutive images. Radial encoding enables under-sampling of the
k-space, by including both the low and high resolution information in every
scan profile. Using radial encoding, Uecker et al. (2010) capture dynamic
MR images of the oropharynx, at the rate of 55ms per frame. Through
combining under-sampled radial GE MRI, and serial image reconstruction
(using parallel imaging), Iltis et al. (2015) quantify the tongue movement in
a single slice of real-time MRI acquired at the rate of 10ms per frame.

Synchronization methods

MR images may be acquired following an external stimulus (trigger) with
an adjustable delay. This allows for the acquisition and reconstruction of
pseudo-moving images, in the case of repetitive periodic motion; thus, per-
mitting under-sampling. Performance can be limited by the reproducibility
of the motion; however, it is shown that good reproducibility can be ob-
tained for tongue motions in speech – even in poly-syllabic utterances (Alvey
et al., 2008). In a gated sequence, speakers are asked to repeat an utterance
in time with a metronome (Alvey et al., 2008) or their heartbeat (Ventura
et al., 2011), while the audio signal is recorded simultaneous to MR imag-
ing. This allows a higher frame rate and signal-to-noise ratio, compared to
the non-gated sequences. The utterance onset from recorded audio signals is
used for reconstruction of the MR images (Shimada et al., 2012). The high
intensity of audio noise present during MRI acquisition makes use of alter-
native systems, such as optical microphones and noise cancellation methods,
a necessity for simultaneous audio recording (NessAiver et al., 2006; Aalto
et al., 2014).

9



2.1. Data Acquisition and Measurement

Multi-planar Acquisition

Many MRI studies of speech production are limited to a single acquisition
plane. The mid-sagittal plane depicts the dynamics of articulators, but it
is not sufficient for identifying some important features of speech, such as
grooving/doming, and anatomical asymmetries. Kim et al. (2011b) makes
use of slice-interleaving technique to produce multi-slice real-time MR scans
of the VT during pronunciation of English fricatives.

Super-Resolution as Post-Processing

Super-resolution reconstruction techniques are introduced to generate isotropic
MR volumes from orthogonal slice stacks acquired sequentially (Peled and
Yeshurun, 2001; Bai et al., 2004). The imaging process is formulated as an
observation model; and the intensity value of each voxel is obtained using
an optimization method such as a maximum a posteriori (Bai et al., 2004)
or least square (Plenge et al., 2012) estimation. Recently, Woo et al. (2012)
apply an edge-preserving data combination technique, based on Markov Ran-
dom Field, to build super-resolution volumes of the human tongue. Isotropic
resolution of 0.94 mm are reported. Figure 2.2 shows the reconstruction
result, in comparison to in-plane high resolution data.

Upright MRI

Due to technical limitations of scanners, MR imaging is mostly performed in
supine position. However, gravitational force is believed to effect the dynam-
ics and biomechanics of speech. A study by Kitamura et al. (2005) shows
that tongue retraction exists in supine position and is more severe in back
vowels than front vowels. In case of the former, this may be due to stabiliz-
ing the tongue by pressing its sides against hard palate. The study measures
noticeable displacement (up to 20 mm) for the tongue tip and identifies the
effect of body posture on the larynx, lower jaw, lower lip and posterior pha-
ryngeal wall. The major drawback of upright MRI is that it is currently only
available in open-MRI configuration that provides low intensity magnetic
fields (typically 0.5 T), due to safety issues. Lower magnetic field translates
into longer acquisition time for images of sufficient SNR.
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Figure 2.2. Super resolution volume reconstruction for static tongue MRI (Woo
et al., 2012); Original axial (a), sagittal (b) and coronal (c) stacks are shown after
isotropic re-sampling. Reconstructed volume (d) is compared to the ideal case (e).
c©Woo et al. (2012), adapted with permission.

Tagged MRI

Dynamic acquisition fails to provide high image contrast within the soft tis-
sue itself; therefor, internal tissue points are not distinguishable, and their
motion is not quantifiable. MR tagging introduces temporary features inside
the tissue – by applying a sequence of RF pulses to spatially modulate longi-
tudinal magnetization of hydrogen protons, prior to imaging (Kerwin et al.,
2000). In subsequent images, varying magnetization manifests itself as al-
ternating light and dark tag patterns. The induced tags persist through the
motion, and are visible in images acquired perpendicular to tagging planes.
Tagged MRI is successfully applied to speech imaging – especially using gated
cine MRI pulse sequences (NessAiver et al., 2006; Xing et al., 2013).

Harmonic phase (HARP) algorithm is introduced to estimate the 2D motion
of the features from tagged MRI slices (Osman et al., 2000). The 2D motion
(estimated from slices acquired from different orientations and at different
times) is then combined to produce a 3D tracking result. Liu et al. (2012)
introduce an incompressible deformation estimation algorithm (IDEA) that
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incorporates tongue incompressibility constraint while imposing a smoothing,
divergence-free, vector spline in seamlessly interpolating HARP velocity fields
across the tongue. The results are shown to be accurate for internal tissue
points of the tongue; however, since HARP uses a bandpass filter (that makes
the object boundaries blurry) the motion estimated at the tongue surface
remains inaccurate. Later on, Xing et al. (2013) propose an enhanced version
of the algorithm (E-IDEA) that improves the reliability of the displacement
field at the tongue surface, by incorporating 3D deformation of the tongue
surface computed from cine MRI.

Diffusion Tensor Imaging

Diffusion Tensor Imaging (DTI) is an MRI method designed to detect the
diffusion process of water molecules in biological tissue. Such diffusion re-
flects the interaction of water molecules with many obstacles (such as muscle
fibres), and, hence, reveals microscopic details in tissue architecture. DTI
patterns are extracted from the images using tractography methods.

DTI tractography has been used to depict the structure of the human tongue.
Gaige et al. (2007) demonstrate the geometric relationships between intrinsic
and extrinsic myofiber populations, with a focus on the manner in which key
extrinsic fibers merge with the longitudinal, transverse, and vertical intrinsic
fibers. Mijailovich et al. (2010) incorporate these fiber structures to derive a
finite-element model of lingual deformation during swallowing. Using DTI,
Murano et al. (2010) show major changes in the structure of the inferior
longitudinal muscle bundle in the tongue anatomy of one control volunteer
and one glossectomy patient.

2.1.2 Computed Tomography Imaging

Computed Tomography (CT) imaging combines multiple X-ray projections
to reconstruct 3D images of tissue (with spatial resolution as high as 0.3mm
per voxel). Bone and airway images have high contrast in CT, since X-ray
is absorbed by dense tissue and passes through air. Multi-slice CT (MSCT)
scanners have recently been equipped with multiple arrays of X-ray detectors
that are able to reconstruct a 3D volume from a single rotation, and thus
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reduce exposure time significantly. Cone beam CT (CBCT) is used in studies
related to orthodontic treatments and maxillofacial surgeries. Glupker et al.
(2015) use CBCT to measure airway volume changes between open and closed
jaw positions for patients with temporomandibular joint disorders. Fujii
et al. (2011) use a 320-detector-row MSCT scanner to capture a single phase
3D image volume of the oropharynx in less than 0.35 sec. The imaging
process is repeated for 29 phases at intervals of 0.1 sec, to generate a fully
three-dimensional film of the swallowing on one volunteer. The study is
unique in providing a full 3D movie of a fast oropharyngeal function. Very
recently, Inamoto et al. (2015) use similar single phase image protocol to
investigate the effects of age, gender, and height on the anatomy of the
oropharynx in 55 volunteers. High dosage of X-ray exposure is the main
drawback of medical CT which hinders its use on healthy volunteers.

2.1.3 Electromyography

Electromyography (EMG) involves transducing electrical signals associated
with muscle activations (Miyawaki et al., 1975). EMG assists with under-
standing speech motor control, by identifying active muscles and their co-
ordination during a speech gesture. However, the relationship between the
EMG signal and the mechanical muscle forces is not straightforward, and can
be influenced by many factors, such as muscle fiber type, muscle length, and
muscle velocity (Sherif et al., 1983). Direct measurement of the muscle force
during EMG session has been performed to help investigation of such rela-
tionship for musculoskeletal muscles, but is subject to technical challenges
(Roberts and Gabaldn, 2008).

Fine-wire needle electrodes are used to measure the activity of the lateral
pterygoid muscle (the main jaw opener) mainly in breathing and chewing
movements (Murray, 2012). In the early 1980’s, Tuller et al. (1981) and
Gentil and Gay (1986) compare EMG recordings of jaw muscles for speech
and non-speech gestures, identifying the medial pterygoid and superior lat-
eral pterygoid muscles as the jaw elevators, and inferior lateral pterygoid
and (anterior belly of) digastric muscles as the jaw depressors during speech.
Surface electrodes are used widely for recording facial EMG, in order to fa-
cilitate recognition of audible and silent speech. We refer to Wand (2015)
for a recent review of the field. Surface EMG of jaw muscles including sub-
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mandibular, masseter, anterior temporalis and (anterior belly of) digastric
muscles are also reported in conjunction with recordings of jaw movement in
control subjects (Kawakami et al., 2012) and patients with related disorders
(Ma et al., 2013).

EMG recording of the tongue during speech gestures was performed in the
mid 1960’s (Mac Neilage and Sholes, 1964); however, the first study to record
activity of extrinsic muscles of the tongue (including the anterior and pos-
terior genioglossus, hyoglossus, and genioglossus) did not happen until two
decades later (Baer et al., 1988). The process remains to be challenging: the
moist surface and highly deformable body of the tongue prohibits excessive
use of electrodes on its surface (Yoshida et al., 1982). Measured signals are
difficult to interpret reliably, due to their high variability within subjects,
across sessions, and across subjects. In addition, deep and small muscles
are barely accessible, and their EMG recording is limited by lack of suitable
technology in dealing with crosstalk between adjacent channels.

2.1.4 Electromagnetic Articulometry

Electromagnetic articulometry (EMA) systems track the position of articu-
lators by using a set of markers that attach to the surface of the tongue,
jaw, teeth and lips. Each marker is a small sensor coil that moves in a
known (and varying) electromagnetic field. The electromagnetic field in-
duces a weak current in the sensors, which is further measured and mapped
to the coordinates of the markers. A reference marker is often used to com-
pensate for head motion. EMA systems are not invasive, do not require
line-of-sight, and are able to capture their data in upright position. Modern
systems, such as the Carstens AG500 (www.articulograph.de) and NDI
Wave (www.ndigital.com), can provide high temporal update rates (e.g.
around 100Hz) and are self-calibrating; however, their accuracy degrades in
the presence of metallic objects (such as mercury tooth fillings) due to field
distortion. The tracking is also limited to eight markers in simultaneous ac-
quisition. Most speech studies use the markers on the mid-sagittal line of
the articulators, assuming that speech is a bilaterally symmetric phenomenon
(Engwall, 2003a; Narayanan et al., 2014).
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2.1.5 Image Segmentation

Segmentation is the task of partitioning a medical image into semantically
interpretable regions (i.e., organs of interest). The level of difficulty in im-
age segmentation is related to the degree of intensity-variation across tissue
boundaries: while segmentation of the mandible from CT can be achieved
by applying simple thresholding methods, segmentation of the tongue from
MRI remains a challenge and requires intervention from a trained anatomist.
Manual segmentation produces accurate results, but is prohibitively time-
consuming and tedious – especially where it must be repeated for several
datasets. General-purpose interactive tools can ease the task, but still re-
quire significant user interaction time.

Prior knowledge of shape and appearance, if incorporated effectively, can
assist in dealing with soft-tissue inhomogeneities, noise, and low contrast in
medical images (Heimann and Meinzer, 2009). In this regard, shape con-
straints have been embedded into level-set framework (Leventon et al., 2000;
Tsai et al., 2003; Foulonneau et al., 2009), and further equipped with trained
distance maps (Bresson et al., 2006). In addition, statistical methods, such
as the Active Shape Models (Cootes et al., 1995), have been widely explored
to encompass intra- and inter-subject morphological discrepancies. Here, the
cardinality of the training set is proportional to the degree of natural vari-
ability of the organ shape. For example, Heimann et al. (2007) select 32 of
86 datasets to train their 3D reference model for segmentation of the liver in
CT volumes. Acquiring a sufficiently large dataset remains a challenge for
MRI volumes of the upper airway.

As an alternative to statistical methods, prior information may be formu-
lated in a single template, and registered to the target image. Saddi et al.
(2007) use template matching as a complementary step in their liver segmen-
tation process, in order to compensate for the limitations of their learning
set. Somphone et al. (2008) transform their binary template subject to con-
formity constraints between local patches. In a different approach, Gilles and
Pai (2008) use explicit shape representation of the template to segment mus-
culoskeletal structures from MR images. Their mesh deformation is regular-
ized based on an expanded version of a computer animation technique called
Shape Matching (Muller et al., 2005). The method is proven to efficiently
approximate large, soft-tissue elastic deformations. We refer to Sotiras et al.
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(2012) for a detailed review on deformable medical image registration.

Despite successful use of shape prior, automatic segmentation is still chal-
lenging in low-contrast medical images of soft-tissue. Clinical applications
demand expert supervision and control over the process and final results of
the segmentation. Effective and minimal interactivity schemes would pro-
vide higher reliability, while lowering the cost of interaction. (Freedman and
Zhang, 2005) combine shape prior and interactivity in a graph-cut framework
in 2D. Recently, (Mory et al., 2012) incorporate user input as inside/outside
labelled points to improve the robustness and accuracy of a non-rigid implicit
template deformation.

Lee et al. (2013) propose a semi-automatic seeding method, based on the
Random Walker algorithm (Grady, 2006), for 3D segmentation of the tongue
in low-resolution dynamic MRI, where the tongue has a uniform intensity.
Their dataset consists of stacks of 2D slices, captured and averaged over 26
time-frames for two English speakers. The user provides seeds in some slice
images (in space) and frames (in time) which propagate to other frames and
slices using a deformable image-to-image registration technique. The seeds
are further fed to the Random Walker algorithm (Grady, 2006) to obtain
the final segmentations. This method is useful for speech analysis, but still
requires excessive amount of user interaction for accurate segmentation of (a
high-resolution static) MRI volume.

Other reported works on segmentation of the oropharyngeal structures from
MRI data focus on 2D slices. Bresch and Narayanan (2009) propose an un-
supervised regional technique (performed in the frequency domain), which
captures the shape of the VT. (Peng et al., 2010) use a shape-based varia-
tional framework for tracking tongue contour at its surface in mid-sagittal
dynamic MRI. Eryildirim and Berger (2011) manage to include physically
corresponding surface curves of the tongue in their previously introduced
PCA-guided segmentation method. Although these methods provide valu-
able information for speech studies, they ignore delineation of the tongue at
its base, as well as its contact with the epiglottis, hyoid bone, and salivary
glands. Segmentation algorithms tend to fail in these areas, due to the fusion
of the tongue into neighbouring tissues of similar composition. In addition,
3D reconstruction of the tongue shape from its sparse 2D segmented contours
is not straight-forward.
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2.2 Biomechanical Modeling

Recent improvements in speech data acquisitions motivate the use of com-
putational approaches to model speech phenomena (Vasconcelos et al., 2012;
Ventura et al., 2009, 2013). Biomechanical models aim to simulate the dy-
namics of speech production following biological and physical assumptions
about the articulators and motor control (Fang et al., 2009; Stavness et al.,
2012).

Simulation of soft-tissue deformation should be handled based on the physics
of continuum mechanics. Finite element (FE) analysis divides the continuous
domain into a set of discrete sub-domains, called elements, to approximate
the solution of the related partial differential equations (PDE). The accuracy
and stability of the solution depends on the resolution, as well as on the shape
and type of the elements (Nealen et al., 2006). FE models are adopted into
the ArtiSynth toolkit (Lloyd et al., 2012) for simulation of the generic oral,
pharyngeal, and laryngeal (OPAL) deformable soft-tissues.

2.2.1 Generic Models

The Tongue

Generic models of the tongue, the main articulator in speech production,
have been developed previously (Dang and Honda, 2004; Gerard et al., 2006;
Buchaillard et al., 2009) and incorporated in the simulation of speech move-
ments (Perrier et al., 2003; Stavness et al., 2012). These models are further
enhanced through coupling to the jaw, and hyoid (Stavness et al., 2011), as
well as the face and skull (Badin et al., 2002; Stavness et al., 2014a).

The state-of-the-art FE tongue model is developed by Buchaillard et al.
(2009), based on the CT images of a single male subject. It consists of
946 nodes, 740 hexahedral elements, and 11 pairs of muscle bundles1 with
bilateral symmetry (see Figure 2.3). The model is imported from the ANSYS
environment (www.ansys.com) into ArtiSynth (Stavness, 2010). Each muscle

1Genioglossus anterior (GGA), medium (GGM), posterior (GGP); hyoglossus (HG);
styloglossus (STY); inferior longitudinal(IL); verticalis (VERT); transverses (TRANS);
geniohyoid (GH); mylohyoid (MH); superior longitudinal (SL).
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Figure 2.3. The generic FE tongue model, designed by Buchaillard et al. (2009),
and its muscle bundles.

bundle in the model is defined as a set of muscle fibers (indicating the di-
rection of the force) and their corresponding elements. The force capacity of
each muscle is a function of its cross-sectional area (CSA), and is distributed
across its fibers. Table 2.1 shows the maximum force for each muscle bundle
as used by Buchaillard et al. (2009).

The model uses a fifth-order Mooney-Rivlin tissue material where strain en-
ergy (W ) is described as:

W = C10(I1 − 3) + C20(I1 − 3)2 + κ(lnJ)2 (2.1)

I1 is the first invariant of the left Cauchy-Green deformation tensor; C10

and C20 are the Mooney-Rivlin material parameters, and the term κ(lnJ)2

reinforces the incompressibility. Values of C10 = 1037Pa and C20 = 486Pa
are used as measured by Gerard et al. (2006) from a fresh cadaver tongue
and scaled by a factor of 5.4 to match the in-vivo experiments (Buchaillard
et al., 2009). The Bulk modulus is set to κ = 100×C10 to provide a Poisson’s
ratio close to 0.499. Tongue tissue density is set to 1040 kg.m−3, close to

Table 2.1. Max force and CSA for muscle bundles in the generic tongue model
(Buchaillard et al., 2009).

Intrinsic Muscles GGA GGM GGP VERT TRANS IL SL

Max Force (N) 32.8 22 67.2 36.4 90.8 16.4 34.4

CSA(mm2) 82 55 168 91 227 41 86

Extrinsic Muscles STY HG MH GH

Max Force (N) 43.6 118 35.4 32

CSA (mm2) 109 295 88 80

18



2.2. Biomechanical Modeling

Hyoid  

Attachments 

Jaw  

Attachments 

AT 

MT 

PT 

IP 

SM 

DM 
AD 

GH 

AM 

PM 

SH MP 

Figure 2.4. The generic jaw-hyoid model, as proposed by Hannam et al. (2008).

water density. The values of C10 and C20 increase linearly from (1037 Pa,
486 Pa) at no activation, to (10370 Pa, 4860 Pa) at full activation.

The Jaw and Hyoid

The generic jaw-hyoid model in ArtiSynth (Hannam et al., 2008) is cou-
pled to the tongue FE model via multiple attachment points included in
the constitutive equations of the system as bilateral constraints. Tongue-jaw
attachments include the insertion of the genioglossus and geniohyoid onto
the mandibular geniotubercle and the insertion of the mylohyoid along the
mandibular mylohyoid ridge. Tongue-hyoid attachments include the entire
region around the anterior-superior surface of the hyoid bone, including in-
sertions of the geniohyoid, mylohyoid, and hyoglossus muscles. Eleven pairs
of bilateral point-to-point Hill-type actuators are used to represent the as-
sociated muscles2, as shown in Figure 2.4. The temporomandibular joint
(TMJ) is modeled by curvilinear constraint surfaces (see Figure 2.4).

The Hill’s muscle model provides a 1D mechanical model for the skeletal mus-
cles by defining a relationship between tension and shortening velocity. This
relationship accounts for both active and passive forces in a tetanic muscle
contraction (Martins et al., 1998). Hill’s muscle model can be described by

2Mylohyoid: anterior (AM), posterior (PM); temporal: anterior (AT), middle (MT),
posterior (PT); masseter: superficial (SM), Deep (DM); pterygoid: medial (MP), superior-
lateral (SP), inferior-lateral (IP); digastric: anterior (AD), posterior (PD); stylo-hyoid
(SH).
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Figure 2.5. Hill’s model for skeletal muscles: Force-length relationship (left) and
the 3-element representation (right).

a 3-element representation as shown in Figure 2.5. The contractile element
(CE) is the active part of the muscle; it shortens when activated, but is freely
extensible when unactivated. The series elastic element (SE) allows for rapid
transition of the muscle state from inactive to active and works as an en-
ergy storing unit. The parallel element (PE) is responsible for the passive
behaviour of the muscle when stretched. The overall tension (F) and length
(L) of the muscle relates to those of its elements as follows:

F = FPE + FSE, FSE = FCE

L = LSE + LCE, L = LPE
(2.2)

where FSE and FPE are non-linear functions of the muscle stretch (change
of the length relative to the resting state).

The instantaneous force generating capacity of the muscles in the jaw model
vary non-linearly with length, and linearly with shortening velocity. Table
2.2 shows the maximum force and CSA used for the jaw and hyoid muscles
in the generic model (Stavness, 2010).

2.2.2 Subject-Specific Modeling

In order to be clinically relevant, the aforementioned generic models should
be simulated using neurological or kinematic measurements, such as EMG or
EMMA recordings. Unfortunately, available data is often specific to certain
subjects that do not share the same geometry as the generic model. A
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Table 2.2. Max force and CSA for the muscles in the generic jaw-hyoid model
(Stavness, 2010).

Jaw Closers AT MT PT SM DM MP

Max Force (N) 158.0 95.6 75.6 190.4 81.6 174.8

CSA(mm2) 395 239 189 476 204 437

Jaw Openers SP IP AD

Max Force (N) 28.7 66.9 40.0

CSA (mm2) 72 167 100

similar issue manifests itself in the validation phase, prohibiting meaningful
comparison of numeric simulation results with subject-specific measurements.

To alleviate some of these issues, one option is to perform heuristic registra-
tion of subject data to the generic model (Fang et al., 2009; Sánchez et al.,
2013), or restrict comparisons to average speech data reported in literature
(Stavness et al., 2012). While these approaches are valuable in providing
a proof of concept, they are not suitable in a patient-specific medical set-
ting. Subject-specific biomechanical modeling, on the other hand, would
address these issues while simultaneously enabling the investigation of inter-
and intra-subject variability in speech production. In addition, it facilitates
further development of a patient-specific platform for computer-assisted di-
agnosis and treatment planning of speech disorders.

A volumetric finite element is often represented in a tetrahedral or hexahedral
configuration. Tetrahedral meshing is widely explored in the literature (Alliez
et al., 2005; George et al., 2002). It is straightforward and applicable to
unrestricted topologies; but linear tetrahedra tend to lock and become overly
stiff for nearly incompressible materials such as muscles (Hughes , 2000).
Hexahedra have better convergence, may vastly reduce the size of the linear
system, and are preferable for non-linear analysis of anisotropic materials
(Montagnat et al., 2000).

Image-based subject-specific modeling algorithms tend to directly generate
a hexahedra-dominant FE mesh from a dataset of stacked images. Keyak
et al. (1990) introduce the popular voxel-based method in which each voxel
belonging to the organ of interest is identified by thresholding, and then
transformed into a cubic element. The method is fully automated, general,
and robust; however, it lacks efficient descriptors for identifying soft-tissues.
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Other algorithms rely either on contours (Teo et al., 2007) or a surface mesh
(Baghdadi et al., 2005; Bucki et al., 2010a), prior-extracted from the image
stacks or volume. The modeling process consists of two consecutive phases of
segmentation and FE volume mesh generation; and the overall clinical utility
depends greatly on the accuracy and the degree of automation of each phase.

Current methods for creating subject-specific biomechanical meshes can be
organized into two categories: meshing and registration. FE meshing tech-
niques tend to generate FE models based solely on a subject’s anatomy.
The generated mesh often suffers from jagged boundaries, and low quality
elements that should be made smooth, and regular. Smoothing, in turn,
may cause surface shrinkage and the generation of ill-conditioned elements.
Different approaches, such as mesh untangling or interior mesh smoothing,
are proposed to cope with the problem (Zhang et al., 2005; Livesu et al.,
2015). Still, involved optimization procedures are computationally expen-
sive. A mixed-element FE meshing method, designed by Lobos (2012), has
been shown to generate well-behaved meshes that approximate anatomical
boundaries effectively. FE meshing techniques provide an adjustable mesh
resolution to fit different needs for simulation time and accuracy; but they
fail to offer the biomechanical information included in current generic models
such as muscle definitions and coupling attachments. This, in turn, intro-
duces prohibitive costs of redesigning these features for each subject model.

The subject-specific FE volume mesh may be acquired by registering a generic
FE model to the surface mesh of the anatomy. This will automatically con-
vey the muscle attachments and mechanical properties of the generic model
to the volume mesh of a specific subject (Bucki et al., 2010a; Grosland et al.,
2009; Sigal et al., 2008). The approach is also well-suited for complex meshes
where re-meshing is a burden. Registration is performed using a 3D transfor-
mation Map : x 7−→ y, which represents the mapping between the reference,
x = (x1, x2, x3), and the actual, y = (y1, y2, y3), coordinate systems of the
elements. In the Mesh-Matching approach (Couteau et al., 2000), Map for
the internal elements is estimated from the mapping between the source and
target surfaces. Due to this estimation, Mesh-Matching methods may gener-
ate invalid or poor quality elements, unsuitable for any further FE analysis
(Luboz et al., 2005). Figure 2.6 explains the problem in a simple schematic
2D case, where M-M methodology fails to provide high-quality elements for
the target configuration.
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Figure 2.6. Schematic 2D representation of failure in Mesh-Matching methodology,
as described by Bucki et al. (2011): the source FE mesh(a), the target surface(b),
their aligned configuration(c), and the final mesh(d) after applying the transfor-
mation Map to the internal nodes. The circled area represents elements of poor
quality. c©Bucki et al. (2011), adapted with permission.

In order to enable FE analysis of hexahedra-dominant meshes, the elements
should maintain their convexity and positive volume (Shepherd, 2007). This
is assessed through the element regularity measure. The measure is defined
as the value of the Jacobian J(x), which is the determinant of the matrix
∂Map/∂x. The element e is considered regular if J(x) > 0 for all the ele-
ment’s nodes, x in e.

Hexahedral elements should also keep their shape conformity to prevent un-
even discretization of the deformed domain (Knupp, 2000). The popular Ja-
cobian ratio (JR) quality measure is defined as the ratio Jen/J

e
max, where Jen

is the value of the Jacobian, at node n, in element e and Jemax = Maxm∈eJ
e
m.

JR ranges from 0 to 1 and gives an indication of the contribution of each
node in the element distortion.

To compensate for the aforementioned irregularities, relaxation procedures
were introduced, to repair the mesh after deformation. Mesh repair is per-
formed through minimizing some validity and quality energy functions, which
are calculated based on the Jacobian value. The state-of-the-art mesh repair
method is embedded into the Mesh-Match-and-Repair (MMRep) algorithm
(Bucki et al., 2010a). Here, the mesh repair is performed as the follow-up to
a multi-scale, iterative, and elastic Mesh-Matching registration process.

2.2.3 Inverse Simulation Methods

Forward simulation consists of tuning muscle-activation signals to produce
desired kinematics. There are two main challenges associated with predicting
the muscle activations of oropharyngeal structures. Firstly, muscle forces are
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difficult to measure, while performing complex motor tasks, such as running
speech. Secondly, the associated biomechanics is redundant to the motion
space of the system. For example, a tongue model (such as Buchaillard et
al. [2009]) contains several pairs of extrinsic and intrinsic muscles, varying
activations of which may cause similar motion. This is mostly due to the com-
putational limitations of the models for differentiating all possible kinematic
DOFs of the soft-tissue. This phenomenon is called motor redundancy, and
has been confirmed for tongue configurations in speech movements (Stavness,
2010). Direct tuning of tongue muscles has been reported previously in the
literature (Fang et al., 2009), but the process is mostly manual and relies
heavily on trial-and-error. As an alternative, data-driven methods estimate
muscle activations based on the measured kinematics, by solving an inverse
problem.

Inverse methods tend to optimize the solution to a set of system equations.
These equations incorporate the force and kinematic measurements, subject
to specific biomechanical constraints. Static optimization methods calculate
the net force of the system for a sustained configuration of the model, such
as point-to-point movements of the jaw (Silva and Ambrsio, 2004). In order
to break down the net force of the system to those of individual muscles,
the process needs to be repeated for each instance of motion. An instanta-
neous cost function, such as minimum excitation, is used to resolve muscle
redundancy. Static optimization may magnify the recording error through
differentiation of velocity and acceleration (Erdemir et al., 2007).

Dynamic optimization methods apply more biologically plausible assump-
tions, such as minimizing metabolic energy expenditure per unit of distance
(based on the start and end point of the motion). The approach tends to
produce accurate results, but is computationally expensive. Some studies
(such as the one by Anderson et al. (2001) on joint movement) show prac-
tically equivalent results for static and dynamic inverse optimization, and
suggest that, depending on the motor task, the dynamic optimization may
not be necessary. However, the dynamic scheme is still useful if, 1) accurate
experimental data is not available, 2) activation dynamics is known and plays
an important role in the task, or 3) the ability to predict novel movement is
desired (Anderson et al., 2001).

The trajectory-tracking simulation is a popular inverse modeling technique
widely used for musculoskeletal systems, where the muscles are mainly mod-
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eled as mass-less springs (Erdemir et al., 2007). The method is also ex-
panded to quasi-static FE Models for the face (Sifakis et al., 2005). Each
input of muscle activations and skeletal configuration is directly mapped to
the steady state expression it gives rise to. Stavness (2010) includes the
muscular-hydrostatic properties of the tongue (such as incompressibility)
to enable dynamic simulation of a FE tongue model. The method shows
promise for simulation of soft-tissue (such as those of the tongue) which
are activated without the mechanical support of a rigid skeletal structure.
It uses per-timestep static optimization (as opposed to optimizing over the
full time-varying trajectory), and is computationally efficient; nevertheless,
it may lead to suboptimal muscle activations. Estimated activations are fed
back to the forward simulation, and the error in the model’s trajectories is
used to re-adjust the prediction.

2.3 Acoustics of Speech

Speech, the vocalized form of human communication, can be subdivided into
small sound units called phonemes. Vowels are voiced phonemes, meaning
they are articulated through vibration of the vocal folds, while the VT re-
mains mainly open. Vowels function as the core of speech syllables. An
example is the vowel a (/æ/) in the English word cat, written in the Interna-
tional Phonetic Alphabet (IPA) as /kæt/. In contrast to vowels, consonants
mostly serve as the beginning (onset) or end (coda) of a syllable, and are
articulated with complete or partial closure of the VT.

2.3.1 Vowel Phonemes

Several articulatory features, referred to as quality, are associated with each
vowel to distinguish it from others. From the vowel qualities common in
phonetic studies, height and backness/frontness depend on the vertical and
horizontal position of the tongue respectively; roundness relates to the con-
figuration of the lips; nasality is associated with the position of the velum.
Figure 2.7 shows the IPA classification of the monophonic English vowels
based on their qualities. It also includes a schematic representation of the
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Figure 2.7. IPA classification of monophonic English vowels based on their qualities
(left) vs. a mid-sagittal schematic representation of the front vowel /i/ (middle)
and back vowel /u/ (left).

articulators in the front vowel /i/ and the back vowel /u/ in the mid-sagittal
plane.

Vowels are periodic signals, so they are expected to introduce distinct har-
monic peaks in the frequency domain. In particular, the first two peak fre-
quencies, known as F1 and F2 formants, are used to define distinct vowels.
The value of F1 is mainly determined by the height of the tongue body;
it is higher for an open vowel (such as /a/) and lower for a closed vowel
(such as /i/). On the other hand, the value of the F2 is effected by the
backness-frontness of the tongue body; it is higher for a front vowel (such
as /i/) and lower for a back vowel (such as /u/) (Ladefoged, 2001). Several
studies measure the formant values of the vowels from audio signals across
different populations and languages. Figure 2.8 shows the formant diagram
for 10 English vowels as proposed in the early 1950’s by Peterson and Barney
(1952). Later on, Hillenbrand et al. (1995) revisited that study, considering
dynamic aspects of vowel production, such as duration and spectral change.
Their results suggest numerous differences with those of Peterson and Barney
(1952), both in terms of average frequencies of F1 and F2, and the degree of
overlap among adjacent vowels. Other studies, such as that of Hillenbrand
(2003), yield different diagrams for phonetically distinct dialects. We refer
to Jacewicz and Fox (2013) for a recent thorough study of the change in
formant trajectories in North American English across dialects, gender, and
age.
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Figure 2.8. Regions of average formant frequencies for 10 English vowels across 76
speakers, as described in Peterson and Barney (1952).

2.3.2 Consonant Phonemes

Consonants are classified by their manner and place of articulation, as well
as voiced or unvoiced qualities. By manner, consonants are categorized, as
1) plosives or stops (such as /p/) where air is completely blocked and bursts
after release of the constriction, 2) fricatives (such as /s/) where a turbulent
air-flow is generated at the point of constriction, 3) nasals (such as /m/ and
/n/) generated by lowering the soft-palate, 4) liquids (such as /l/ and /r/)
produced by raising the tip of the tongue, and 5) semi-vowels (such as y [/j/]
in the word yes) which are phonetically similar to vowels, but function as a
syllable boundary rather than its nucleus.

Consonants are also categorized by place of articulation (POA), i.e., the point
of contact of the active (e.g., lower lip or tongue) and passive (e.g., upper lip
or teeth) articulators. Figure 2.9 illustrates the POA of each category, while
including a corresponding example from English sounds. Most of the con-
sonants do not have harmonic frequency spectra, making their acoustic cues
more difficult to ascertain than vowels; however, spectral features (periods
of silence, voice bars, noise, and effects on adjacent phonemes) can be used
to distinguish consonants.
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Figure 2.9. Classification of consonants based on place of articulation, each accom-
panied by an example from English phonetics. Adapted from 1994 Encyclopædia
Britannica.

2.3.3 Coarticulation

The term coarticulation, also referred to as assimilation, has been used to
describe the spreading of acoustic and/or articulatory features of a phoneme
to its adjacent neighbours in running speech. In general, humans are able
to speak as many as five syllables per second: slightly faster than the rate
articulators are able to adjust to independent articulatory positions. The
brain, however, has an intelligent way of planning an optimal compromised
trajectory for adjacent phonemes, and saves time and energy. For example,
although the nasal consonant /n/ is normally alveolar, it exhibits a dental
POA in the word tenth (tEnT), aligning with the following dental sound /T/.
Coarticulation explains the variation in phonetic manifestation of a given
sound according to its nearby sounds (Ohala, 1993).

Coarticulation has been hypothesized to occur both in anticipation of an ap-
proaching phoneme (anticipatory), as well as when the effect of a phoneme is
carried over to the following phoneme (perseverative). Figure 2.10 shows this
effect for three overlapping phonetic gestures. The degree of overlap depends
on number of variables, such as the distance of the gestures in articulatory
and perception space. Look-ahead models (based on anticipatory hypothe-
sis) predict that some features of a given vowel (such as lip rounding), or
a given consonant (such as nasality), affect its preceding phonemes in the
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Figure 2.10. Anticipatory and carryover fields for three overlapping phonetic ges-
tures as explained in Fower and Satzman (1993).

speech plan, until another vowel or consonant is reached. Contradicting ob-
servations, however, gave rise to constrained-frame models, suggesting that
the aforementioned features are time-locked to their associated phoneme,
and that the effective field of spreading is smaller than suggested by the
look-ahead models (Fower and Satzman, 1993).

2.3.4 Articulatory Speech Synthesis

Speech synthesizers focus on generating the sounds that resemble human
speech. Articulatory speech synthesizers, in particular, use a representation
of the vocal folds and tract to create the desired acoustics for an observed
shape of the oral cavity (Doel et al., 2006; Birkholz et al., 2013). The acoustic
theory of speech production suggests that both vowels and fricatives can be
generated using a source-filter system (Fant, 1960). For vowels, vibration of
the vocal folds, under the expiatory pressure of the lungs, is the only source
for the system. The VT, consisting of the larynx, pharynx, oral and nasal
cavities, constitutes the filter where sound frequencies are shaped.
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Wave propagation in the vocal tract

Traditionally, the acoustic system is approximated by a 1D wave equation,
referred to as the Webster equation. It associates the slow varying CSA of a
rigid tube with the pressure wave for a low-frequency sound. For the sound
particle velocity v(x, t), at time t, in a tube with area function A(x), along
the axis x, the Webster equation yields the following:

1

c2

∂2v(x, t)

∂2t
=
∂2v(x, t)

∂2x
+

1

A(x)

∂A(x)

∂x

∂v(x, t)

∂x
(2.3)

where c is the velocity of the sound propagation (Benade and Jansson, 1974).
Unfortunately, it is not possible to solve the Webster equation analytically
for an arbitrary A(x). For a constant A, however, the equation simplifies to

1

c2

∂2v(x, t)

∂2t
=
∂2v(x, t)

∂2x
(2.4)

which has a general solution in the form of waves propagating in opposite
directions. Using this simplification, Kelly and Lochbaum (1962) approxi-
mate the VT with cylindrical segments of constant area. In each segment,
the wave gains a propagation delay, and is partially reflected at its junction
with the next segment. The Kelly-Lochbaum model can be expressed as a
ladder (or a waveguide) filter and, hence, is straightforward to implement. A
number of improvements of this basic model have been proposed, to include
other features, such viscous and thermal losses along the path of propaga-
tion, radiation at the lips, and time-varying nature of the VT (Välimäki and
Karjalainen, 1994; Doel and Ascher, 2008).

The complex shape of the VT, with its side branches and asymmetry, has mo-
tivated use of higher-dimensional acoustic analysis. The common 3D meth-
ods (such as the boundary element method [BEM] [Kagawa et al., 1992], fi-
nite element method [FEM] [Vampola et al., 2008a] and the finite-difference
time-domain method [FDTD][Takemoto et al., 2010]) produce more accu-
rate results at the price of higher computational cost. 2D methods have
been proposed as a compromise, but they must overcome significant errors
in the spectra – especially for the first formants – related to the use of circu-
lar cross-sections at the mid-sagittal slice of the 3D VT (Arnela and Gausch,
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2014). Finally, several studies find that the spectra yielded by 1D acous-
tic analysis matches closely to those of 3D analysis for frequencies less than
7KHz (Takemoto et al., 2014; Arnela and Gausch, 2014). The discrepancy
between the formant frequencies of the filter and the recorded audio is at-
tributed to the insufficient boundary conditions – especially in case of open
lips and/or velar port (Aalto et al., 2012).

Coupling the models of vocal folds and tract is necessary for solving the acous-
tic system. Popular techniques in the literature are based on direct numerical
simulation of either a transmission line circuit model (TLM) (Ishizaka and
Flanigan, 1972) or a hybrid time-frequency system (Sondhi and Schroeter,
1987). In particular, TLMs provide a descriptive analogy between acousti-
cal and electrical circuits, and are widely adopted in modeling the complex
turbulence noise sources for voiceless consonants (Birkholz et al., 2007).

Excitation Source

A steady air-flow passes from the lungs into the trachea, and through the vo-
cal folds (also known as vocal cords) to reach the VT. The primary source of
vocal excitation for voiced phonemes is the quasi-periodic vibration of the vo-
cal folds, as explained in the myoelastic-aerodynamic theory. The vocal folds
suck together to close the air passage, due to negative supraglottal pressure
generating a Bernoulli effect. Subglottal pressure builds up and bursts the
vocal folds open, generating a pulse of air pressure at the glottal exit. The
cords oscillate before viscosity kills off their vibration. The elasticity of the
vocal folds and, hence, the frequency of their vibration is actively controlled
by the tension of the thyroarytenoid muscle.

In the late 1960’s, Flanagan and Landgraf (1968) propose a simple single
mass model to describe the physics of glottal vibration. The preliminary
results were satisfactory, but suffered from failure to permit non-uniform,
out-of-phase movement of the tissue at the glottal entry and exit. Later on,
Ishizaka and Flanigan (1972) introduced a more complex, two-mass model
of the vocal-fold vibrations, which was shown to be adequate for synthesis of
voiced vowels. The glottis takes a convergent and a divergent shape during
each cycle, which creates a rise in the driving pressure and its asymmetry
(Scherer et al., 1983), and leads to self-sustained oscillation of the vocal folds
(Titze, 1988). Figure 2.11 shows the schematic of the model. The two-
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Figure 2.11. Two-mass glottal model, as proposed by Ishizaka and Flanigan (1972).

mass model is proven insufficient for study of glottal pathologies. Several
advanced models have been proposed to provide a stronger correlation with
biology of the vocal folds (such as their layered structure) at the expense of
computational cost (Story and Titze, 1995). We refer to Cveticanin (2012)
for a comprehensive review of these models.

Voiceless excitation of the VT is the result of non-acoustic air motions (such
as turbulence at articulatory constrictions), and plays an essential role in pro-
nouncing consonants. Accurate physical models to describe this phenomenon
currently do not exist. Contemporary methods model the turbulence with a
random perturbation in either the pressure or velocity field, usually by in-
serting lumped noise sources in the TLMs. Good results are achievable, but
subject to fine-tuning the parameters of noise sources, such as their numbers,
place, level, and spectra (Birkholz et al., 2007).

2.4 Conclusions

Recent advances in acquisition technologies have made it possible to cap-
ture abundant data during speech, in terms of audio, medical images and
physiological recordings. Fast MRI, in particular, has contributed vastly to
understanding the anatomy and motion of the articulators. Computational
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models complement such data in describing speech phenomena. Generic
biomechanical models of oropharyngeal structures are evolving into complex
descriptors of speech behaviour; methods for subject-specific modeling are
gaining popularity for describing variability in the physiology of the human
body. The acoustics of sound for speech production have been studied for
many decades. Mathematical models, as well as their numerical implemen-
tations, describe the complex physics of sound propagation in the VT. Artic-
ulatory speech synthesizers, in particular, have shown promise in providing
valuable insight into understanding the speech process, rather than focusing
on speech synthesis.

This chapter has presented an overview of the ongoing research in the fields
of speech data acquisition and measurement, biomechanical modeling, and
acoustic analysis. We have identified areas of research that require further
investigation. The available models of speech articulators are generic and ir-
relevant for simulation and validation using speaker-specific data. Segmenta-
tion of soft-tissue from MRI is challenging and time-consuming, and appears
to cause a bottle-neck in subject-specific modeling. There is also a need for a
framework that enables acoustic analysis based on the biomechanics of each
individual speaker. In the following chapters we describe our contributions
to these open research problems.
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Chapter 3

Subject-Specific Modeling of
the Oropharynx

In this chapter we demonstrate our design for developing subject-specific,
biomechanical models of the oropharynx, according to MR images of indi-
vidual speakers. We use biomechanical information provided by standard
generic models, as available in the ArtiSynth simulation framework and de-
scribed by Stavness et al. (2011, 2012, 2014a,b). Our oropharyngeal model
includes a FE model of the tongue, coupled with rigid-body bone structures
(such as the mandible, maxilla and hyoid). Later, in Chapter 5, we include
a deformable, air-tight model of the vocal tract to enable acoustic synthesis.

The underlying data for construction of the models (for each speaker) is one
cine MR image volume of the head-and-neck. This image is the first volume
in a sequence of 26 time-frames that capture the utterance /@-gis/, acquired
by our collaborators Woo et al. (2012) at the University of Maryland Dental
School, in Baltimore MD, USA. This image volume precedes the phoneme /@/
and, thus, bears the most resemblance to a neutral tongue posture. We make
our subject-specific models for four healthy English speakers, anonymously
identified as A, B, C, and D. Figure 3.1 shows the mid-sagittal view of our
image volumes. More information on this dataset is provided in Chapter 4,

A                                               B                                           C                                                          D                           

  A                                            B                                            C                                            D                           

Figure 3.1. Mid-sagittal view of the 1st TF of cine MRI data for speakers A-D.
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Figure 3.2. Designed pipeline for generation of high-resolution, subject-specific FE
modelf of the tongue (FEfinal).

where we simulate our models based on MR images.

3.1 FE Tongue Modeling

To create our subject-specific tongue models, we design and follow the pipeline
shown in Figure 3.2. As an input to our pipeline, we use the standard generic
FE tongue model developed by Buchaillard et al. (2009), which is described
in more details in Chapter 2; this model provides 2493 DOFs (946 nodes
and 740 elements), and consists of 11 pairs of muscle bundles with bilateral
symmetry. We refer to this generic model as FEgen during the rest of the
chapter.

We follow our framework by delineating the surface geometry of the tongue
from cine MRI, using the methods we develop and validate later in Section
3.2. We refer to the surface mesh as S. Based on S, we create two versions
of FE tongue models, using a registration as well as a meshing technique.

Our first tongue model (FEreg) is the result of the registration of FEgen

to S. We use a multi-scale, iterative, and elastic registration method called
Mesh-Match-and-Repair (Bucki et al., 2010a). The registration starts by
matching the two surfaces, and then applies the 3D deformation field to the
inner nodes of FEgen, via interpolation. A follow-up repair step compensates
for potential irregularities of the elements. Note that the elements of FEreg

– similar to FEgen – are aligned along muscle fibres. Because of this, the size
of the elements depends directly on the density of the muscle fibres in each
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3.1. FE Tongue Modeling

region of the model. This results in smaller elements at the anterior-inferior
region of the tongue (where most fibres originate), and larger elements close
to the dorsum of the tongue (where most fibres span into the tongue body).
Unfortunately, low resolution elements are located in the region undergoing
maximum deformation during speech.

To address our concerns about the resolution of FEreg, we generate our sec-
ond tongue model (FEmesh) following the pipeline shown in Figure 3.2.
We use a meshing technique proposed by Lobos (2012) to generate a regu-
lar, mixed-element FE mesh (referred to as FEmesh). The meshing algorithm
starts with an initial grid (of hexahedral elements) that encloses the surface
mesh S. The method then eliminates those elements that present little or
no intersection with S, employing a set of mixed-element patterns to fill gen-
erated holes at the surface boundary. Further, the quality of the mesh is
improved using the Smart Laplacian filter (Freitag and Plassmann, 2000).
FEmesh bares our desired resolution and is well-behaved during simulation.

Finally, we augment FEmesh with the definition of muscle bundles available
in FEreg; since both FE models are in the same spatial domain, we simply
copy the bundle locations from FEreg to FEmesh, replacing the bundle’s ele-
ments with those of FEmesh which fall into the bundle’s spatial domain. Our
approach for generating FEfinal provides multiple fundamental advantages
over using FEreg. Firstly, the user has control over the mesh resolution. Sec-
ondly, the muscle fibre definitions are no longer tied to the configuration of
the elements; therefore, it is possible to modify the muscle fibres based on
different linguistic hypotheses and preferences.

The rest of this section describes units of our modeling process in more detail.

3.1.1 FE Registration

To create FEreg from FEgen (from Figure 3.2), we use a FE registration
method called Mesh-Match-and-Repair (MMRep), which performs iteratively
in two consecutive steps of elastic registration and mesh repair (Bucki et al.,
2010a). In the mesh registration phase, we first coarsely align our generic
source mesh (FEgen) to the target surface (S), by matching the correspond-
ing landmarks between the two. Next, FEgen is embedded in a deformable
virtual elastic grid. Local elastic registration is then performed by applying
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3.1. FE Tongue Modeling

successive elementary deformations in a coarse-to-fine grid scheme. At each
grid level, the registration energy (E), is computed and minimized iteratively.
Each iteration of the method consists of the following steps (see Figure 3.3
for 2D illustration):

1. Calculate E based on a geometrical similarity measure between corre-
sponding local nodes of FEgen and S.

2. Compute the gradient of E with respect to each grid node position,
while other grid nodes are fixed.

3. For each element, find the displacement vector that minimizes E.

4. Convey such displacement vector (from step 3) to the source points
located in neighbouring cells, using a distance-based weight function.

After each iteration, the virtual grid returns to its initial (regular) config-
uration, embedding the newly deformed version of the FEgen. If no sub-
stantial energy decrease is observed, the grid is refined by subdividing each
cell into eight smaller ones, and the algorithm moves to the next level. The
weight functions are designed to ensure C1 differentiability, bijection, and
non-folding property of the total deformation.

To limit the space distortion, the method evenly distributes multiple control
points inside the source mesh, and computes a potential elastic energy at
them based on the Green Lagrange strain and stress tensors. The preferred
elementary deformation at each iteration is the one which can provide the
best ratio between registration energy decrease and elastic energy increase.

In the mesh-repair phase, the MMRep algorithm uses a two-fold process to
compensate for the regularity and quality of the distorted elements. Firstly,
all elements are inspected for possible irregularities, and the nodal positions
adjusted to regularize the irregular elements. The regularity energy (ER) in
region A is defined as:

ER =
∑
j∈A,

φk(Jj) (3.1)

where Jj is the Jacobian of the local deformation at node j, and φk(t) =
1 − exp(−kt) defines a penalty function of strength k. ER is maximized to
find a regular configuration. Higher values of k favour the solution in which
all Jacobians are positive.
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3.1. FE Tongue Modeling

Figure 3.3. Elastic registration in the MMRep algorithm (Bucki et al., 2010a):
the source point-set at refinement level 1 (a); after deformation at level 1 (b); at
refinement level 2 (c); and after deformation at level 2 (d). c©Bucki et al. (2010a),
adapted with permission.

Secondly, the quality of the mesh is improved by finding a configuration
that maximizes the quality energy (EQ) in region A, defined as:

EQ =
∑

j∈A,e∈A

ψk(JRe
j) (3.2)

where ψk(t) = 1− exp(−k(JRmin − t)), and JRmin is a predefined minimum
satisfactory level of the Jacobian ratio (JR). Bucki et al. use JRmin = 1/30
in accordance with standard suggested by ANSYS FE analysis software.

Both of the steps involved in the repair phase can alter and, hence, reduce
the geometrical accuracy of the surface. To avoid this issue, the number of
repair steps is limited to 50, with a maximum node displacement of 0.1mm
in each iteration.

Using the MMRep algorithm, we register FEgen into the tongue surfaces (S)
we segmented from the cine MRI data of four healthy speakers. Figure 3.4
shows the registration results (FEreg) in the mid-sagittal plane for speakers A-
D. To assess the quality of each hexahedral mesh, we calculate the normalized
Jacobian ratio (JR) of its elements as follows: we first compute the Jacobian
for each node of the element, and then calculate the quotient between the
minimum to maximum Jacobian value found within the element. We average
the values of JRe over all elements in each mesh, to obtain JR values of 0.34
(for speakers A, B and D), and 0.36 (for speaker C). The values of JRe,
however, range anywhere between 1/30 ≈ 0.03334 and 0.9.
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A                                               B                                           C                                                          D                           

Figure 3.4. Results of FE registration using MMRep (Bucki et al., 2010a): element
configuration in the mid-sagittal plane of FEreg for speakers A-D.

3.1.2 FE Meshing

As discussed in Section 2.2.2, hexahedral meshes are preferable for most FE
methods in a wide variety of simulation problems; however, because of the
cubic shape of the elements, such meshes fail to achieve an adequate approx-
imation of curved domains at the tongue surface. To deal with such issue,
Buchaillard et al. (2009) designed an intricate element configuration for their
generic model, in which elements align with the direction of the surface. To
give a greater degree of freedom to our models (such as adjustable spatial res-
olution), we adopt a more conventional FE hexaheral meshing developed by
Lobos (2012) that deals with the problem of curved domains through limited
use of other types of elements (wedges, pyramids and/or tetrahedra). The
method introduces a set of mixed-elements patterns – employed at the surface
of the target domain – and conserves hexahedra elsewhere. These patterns
can combine with any regular or non-regular hexahedral meshing technique,
and achieve acceptable representation of the surface, while ensuring proper
connectivity among elements.

A hexahedral mesh, built for the surface S, includes elements that are com-
pletely outside, completely inside, or at the boundary of S. Elements at the
boundary are defined as those that have some nodes inside and others outside
S. One way to deal with outside nodes is to project them into S. Such a
solution leads to two problems: firstly, a mesh can become tangled because
if an element’s edges are crossed; secondly, element quality issues may arise
due to node proximity. In his method, Lobos (2012) replaces the boundary
elements – when necessary – with other type of elements.

Lobos’s method uses the face subdivision rules, explained in Figure 3.5 (top),
to handle a quadrilateral face that intersects S. The dashed lines are inserted
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3.1. FE Tongue Modeling

Figure 3.5. Replacing boundary hexahedra with mixed elements: face consistency
patterns (top), and surface patterns (bottom). Dashed lines represent diagonals to
be inserted, and dots show inside nodes. c©Lobos (2012), adapted with permission.

to split the face into two triangles, ensuring topological consistency between
neighbor elements. Use of these basic rules leads to a set of mixed-element
patterns shown in Figure 3.5 (bottom).

The steps involved in the algorithm can be summarized as follows:

1. Produce an initial grid with desired resolution that covers S.

2. Eliminate elements that present little intersection with S; For any in-
side node that lies close to the surface, project it to S.
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A                                               B                                           C                                                          D                           

  A                                            B                                            C                                            D                           

A                                               B                                           C                                                         D                           

Figure 3.6. Results of FE meshing using mixed-element patterns (Lobos, 2012):
element configuration in the mid-sagittal plane of FEmesh for speakers A-D.

3. Replace all remaining boundary elements with mixed elements (Figure
3.5 [bottom]).

4. Project the outside nodes of new boundary elements to S.

5. Improve the quality of the boundary elements.

We follow Lobos (2012) in using the Smart Laplacian filter (Freitag and
Plassmann, 2000) to improve the quality of the new mixed elements (as in-
structed in step 5). We apply the 4th level of grid refinement in the algorithm
to achieve our desired spatial resolution (with a typical element being approx.
5mm-wide in each dimension). Figure 3.6 shows results of meshing (FEmesh)
in the mid-sagittal plane for speakers A-D; Table 3.1 includes the number of
tetrahedra, pyramids, wedges, and hexahedra in each model.

At the end, we estimate the mesh quality of each element; for pyramids,
wedges and hexahedra, we use the normalized Jacobian Ratio (JR) as for-
mulated by Joe (2008). Since JR=1 for any tetrahedron, we use another
quality measure called Aspect Ratio (AR) for the tetrahedral elements (Lo-
bos et al., 2007):

ARe =
(1

6

∑6
i=1 l

2
i )

2
3

8.47867V e
(3.3)

where V e denotes the volume of the element e, and li is the length of the i-th
edge in e. AR is 1 for the quadrilateral tetrahedron and →∞ as e becomes
increasingly distorted. Table 3.1 also shows the average quality measure (AR
or JR) for each type of element.
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3.1. FE Tongue Modeling

Table 3.1. Mesh quality measured for FEmesh in speakers A-D. Number of ele-
ments, as well as average values of the quality measure (AR or JR), are presented
for each specific element type.

Speaker Tetrahedra Pyramids Wedges Hexahedra

A
1004 880 529 1414

AR=2.38 JR=0.86 JR=0.84 JR=0.93

B
917 808 805 2061

AR=2.37 JR=0.85 JR=0.88 JR=0.94

C
1026 962 757 2741

AR=2.47 JR=0.86 JR=0.87 JR=0.95

D
1124 1040 626 1763

AR=2.34 JR=0.84 JR=0.84 JR=0.94

3.1.3 Tongue Muscle Bundles

The top row of Figure 3.7 illustrates the process of defining the muscles in
high resolution. The goal is to define a muscle bundle (Mfinal) in FEfinal that
corresponds to a specific muscle bundle (Mreg) in FEreg. Since both FEreg

and FEfinal share the same coordinates, the fibers of Mreg (indicated in red
in Figure 3.7) are simply copied to Mfinal. The elements of Mfinal, however,
need to be redefined.

Consider element e in FEfinal. In a simple and intuitive approach, we can
assign e to Mfinal if e falls within a predefined distance (d) to the fibers of
Mfinal. However, no single value of d yields satisfactory results. Firstly, in
the regions where fibers are very close to each other, their corresponding
elements tend to overlap. Overlapping elements may introduce error in the
inverse solver, where a wrong muscle may be considered responsible for an
unrelated motion. Secondly, in the regions where fibers are relatively far from
each other, elements in between fibers tend to fall out of the muscle definition
and create holes in the muscle. These holes may cause inhomogeneity in the
force-activation behaviour of the muscle.

We assign e to a certain Mfinal if the elements of the corresponding Mreg

contain the e. In addition, we incorporate adjacency relationships between
the tongue muscles – as in the generic tongue model – to avoid the overlap
between non-overlapping bundles.
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Proposed Method for FE final Using fixed distanceSegments of GG in FE reg

d

Using fixed distance Proposed M final

GGa GGb GGc GGd GGe

M reg overlaid on FE mesh

Figure 3.7. Defining muscle elements in the high resolution FE tongue model
(top row), as well as functional segments of the genioglossus muscle for speaker C
(bottom row). Overlapping elements are shown in black, for the muscle elements
defined using a fixed, predefined d distance.

The method is explained in the following steps: For each element e in FEmesh

1. Compute the distance (Distanceie) from e to Mi
reg (the ith muscle bun-

dle in FEreg) for 0 < i < 21.

2. Initiate a first-in first-out queue (Q); add the indices i to Q in ascending
order of Distanceie; denote the nth value in Q with qn.

3. Iterate until Q is empty:

(a) Read q1 from Q, and add it to the list of bundles for e.

(b) If qn (1 < n < 21) does not interdigitate with q1, remove qn from
Q.

(c) Remove q1 from Q.
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Distanceie (in step 1) is computed as the minimum euclidean distance from
the centroid of e to the centroids of all elements in the muscle bundle Mi

reg.
The number 21 is inclusive of the left and right muscles. Step 3b benefits
from a predefined binary matrix that shows the interdigitation between the
muscle bundles (e.g., the entry for the TRANS, and VERT is 1, since they
share elements in FEgen). We refer to Appendix A for more information on
the anatomy of tongue muscles.

The bottom row of Figure 3.7 shows muscle elements of the five functional
segments of the genioglossus (GG) muscle for speaker C. The proposed
method is compared with the approach using a predefined, fixed distance,
while the muscle elements in FEreg serve as the ground truth. Note that the
proposed method preserves the boundary of each segment, while preventing
overlaps and holes in muscle definition.

The bone attachments in the tongue model (the FE nodes at which the model
is biomechanically coupled to the mandible and hyoid rigid bodies) are also
transferred from FEreg to FEfinal. For each attachment node in FEreg, the
closest node (according to euclidean distance) in FEfinal is considered to be
the corresponding attachment.

Each muscle bundle in the tongue can be further divided into functionally-
distinct fibre groups (referred to as functional segments), which are believed
to be controlled quasi-independently in a synergistic coordination (Stone
et al., 2004). We divide the muscle fibers of the GG, VERT and TRANS
into five functional segments (a: posterior to e: interior). This division was
initially proposed based on EMG measurements from the GG (Miyawaki
et al., 1975), and later reinforced using information from ultrasound imag-
ing and tagged MRI (Stone et al., 2004). We also follow Fang et al. (2009)
in dividing the STY into two functional segments: STYa (the anterior part
within the tongue), and STYp (originating from the posterior tongue to the
styloid process). Note that FEgen includes only three functional segments
for the GG and one functional segment for each of TRANS, VERT or STY
(Buchaillard et al., 2009).

A more detailed analysis of the tongue’s myoarchitecture would require a
multiscale conceptualization of tongue muscle mechanics, as in the approach
by Mijailovich et al. (2010). Detailed fibre fields could potentially be digitized
from cadaver tissue, and registered to subject-specific muscle geometries, as
in the method of Sánchez et al. (2014) for muscles in the forearm.
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3.1.4 Tongue Muscle Material

The muscles in FEgen (Buchaillard et al., 2009) have been modeled using a
hyper-elastic (Mooney-Rivlin) material. Fibers pass through it, indicating
lines of action. Applying an external force through the fibers compresses
the muscle material according to the Monney-Rivlin constitutive model, as
described in Equation 2.1.

For our tongue models, we borrow a term (WB) from the Blemker muscle
model, and add it into Equation 2.1 to modify the strain energy. WB depends
on the fiber stretch (λ) and activation level (a) of the muscle. Using the
formulation by Blemker et al. (2005), we compute WB(λ, a) by solving the
following:

λ
∂WB

∂λ
= σmaxf

fiber
totalλ/λopt

ffiber
total = affiber

active(λ) + ffiber
passive(λ)

(3.4)

where σmax is the maximum isometric stress and λopt is the fiber stretch
at its optimum length. ffiber

active and ffiber
passive correspond to normalized active

and passive force-length relationships of a muscle fiber, respectively). The
activation level (a) can be any value between 0 (no activation) and 1 (maximal
activation). As in Blemker et al. (2005), we assume a piecewise exponential
form for the passive force, and a piecewise quadratic form for the active force:

ffiber
passive =


0 λ ≤ λopt

P1(e(P2λ/λopt−1) − 1) λopt < λ < λ∗

P3e
λ/λopt + P4 λ∗ ≤ λ

ffiber
active =


9(λ/λopt − 0.4)2 λ ≤ 0.6λopt

1− 4(1− λ/λopt)
2 0.6λopt < λ < 1.4λopt

9(λ/λopt − 1.6)2 1.4λopt ≤ λ

(3.5)

We follow Blemker et al. (2005) in setting P1 = 0.05, and P2 = 6.6 in ac-
cordance with the measurements on muscle tissue (Zajac (1988)). We use
σmax = 1× 105Pa, λopt = 1.1 and λ∗ = 1.5 to achieve stability for our mod-
els. P3 and P4 are set so that ffiber

passive is C0 and C1 continuous at λ = λ∗.
Parameters of the Mooney-Rivlin material are set as in Subsection 2.2.1.
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Using the Blemker model with Mooney-Rivlin material, we account for the
non-linearity, incompressibility, and hyper-elasticity of the tongue muscle
tissue. In addition, we use Rayleigh damping coefficients β = 0.03s and
α = 40s−1 to achieve critically damped response for the model.

3.1.5 Forward Simulation

Using our methods for FE tongue modeling, we first generate a high reso-
lution version (FEFinal) of the generic tongue model (FEgen). Both models
use the Blemker material, as described in Subsection 3.1.4. We activate each
muscle individually and compare the deformation in the low and high resolu-
tion models with each other. Figure 3.8 shows the results for 40% activation
of the GGP, SL, and IL muscles, after reaching equilibrium. The tip of the
tongue is on the left side of the figure; the tongue-jaw and tongue-hyoid
attachment points are fixed, and the gravity is set to zero. In the case of
the GGA, FEFinal shows superior ability to protrude, avoiding unnecessary
curling on the top surface of the tongue. In the case of the SL, the high
resolution model reaches upper high and back, at the tip, resulting in a small
indent at the blade. In the case of the IL, FEFinal is able to curl (and de-
press) the tip and blade to a greater extent. Note that FEFinal also enables
the user to modify (add, delete and relocate) the muscle fibers, and their
element description, to produce desired deformations.

To evaluate the performance of our speaker-specific tongue models, we acti-
vate each individual muscle and assess the corresponding deformation. For
each speaker, we apply the same level of activation to our model as we do
to the (high resolution) generic model, and compare the resulting deforma-
tions. Figure 3.9 shows the results for 10% activation in the GGP muscle.
Although bearing varying geometry and head posture, all speaker-specific
models succeed in protruding.

Figure 3.10 shows the impact of such forward simulation, with 10% muscle
activation, on the mid-sagittal contour of the tongue for speaker A. The
mid-coronal plane is also included for the TRANS muscle which tends to
narrow the tongue from the lateral sides and result in a larger contour in
the mid-sagittal plane. After a series of experiments, we conclude that the
speaker-specific models exhibit similar muscular behaviour to the generic
model.
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Figure 3.8. Impact of muscle activation on deformation of the generic tongue
model, in original resolution (A) vs. the high resolution (B), depicted in lateral
view. The GGP, SL, and IL muscles are activated up to (40%) in each case.
Red/blue dots show the tongue-jaw/hyoid attachment points.

We finally activate each functionally-distinct segment of the posterior GG,
VERT, TRANS, and STY muscles, to observe their individual impact on
the shape of our tongue models. Figure 3.11 shows the deformation in the
mid-sagittal plane, with a: most posterior to e: most anterior portion of
each muscle. The STYa and STYb denote the intrinsic and extrinsic muscle
fibers, respectively.
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Figure 3.9. Impact of the GGP activation (10%) in the generic, and speaker-specific
tongue models. Red/blue dots show the tongue-jaw/hyoid attachment points.
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Figure 3.10. Impact of muscle activations (solid) vs. neutral posture (dashed) on
the tongue contour in the mid-sagittal plane, for Speaker A. The mid-coronal plane
is included for the TRANS muscle. Muscle are activated up to (10%) in each case.
Red/blue dots show the tongue-jaw/hyoid attachment points.
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GGa GGb GGc STYa STYb

TRANSa TRANSb TRANSc TRANSd TRANSe

VERTa VERTb VERTc VERTd VERTe

Figure 3.11. Impact of activation of functionally-distinct muscle segments on the
tongue contour (solid) vs. neutral posture (dashed) for speaker A in the mid-
sagittal plane. Red/blue dots show the tongue-jaw/hyoid attachment points. The
subscripts a to e range from the posterior to the anterior tongue. For the STY, a
and b include the intrinsic and extrinsic fibers, respectively.

3.2 Tongue Segmentation from MRI

In this section, we develop a real-time, force-based, user interaction plat-
form, coupled with a mesh-to-image registration technique (Gilles and Pai,
2008), to delineate tongue tissue from MR image volumes. The developed
method expands the application of such methodology from musculoskeletal
structures to highly deformable soft-tissue. We also extend the state-of-the-
art by considering delineation of the tongue from the epiglottis, hyoid bone,
and salivary glands (depicted in high resolution static MRI).

Both shape and intensity priors are incorporated in the form of a source image
volume and its corresponding surface mesh, which is delineated by a dental
expert. The choice of the source dataset is arbitrary. We use a discrete
surface mesh representation to deal with regularity and shape constraints.
The overall pipeline of the developed method is shown in Figure 3.12. The
current position of the surface nodes is stored in the Mechanical State module.
Loop 1 includes the modules that handle mesh-to-image registration. The
mesh is deformed according to local intensity similarity between the source
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Figure 3.12. Designed segmentation pipeline. Iterative loop (1) includes the mesh-
to-image registration modules. Iterative loop (2) incorporates potential user-
interactive boundary labelling. Both loops update the mechanical state of the
deforming mesh, simultaneously.

and target volumes. The deformation is regularised using an extended version
of a shape matching algorithm (Gilles and Pai, 2008). In Loop 2, we deploy an
effective minimal user interaction mechanism to help attain higher clinical
acceptance. Both loops shown in Figure 3 have access to and are able to
update the mechanical state of the mesh, simultaneously. This provides real-
time visualisation of the surface evolution.

Our developed method has been fully implemented under the Simulation
Open Framework Architecture (SOFA @www.sofa-framework.org), an open-
source modular framework based on C++. This allows for the registration
algorithm to be interpreted as a real-time simulation process, during which
the source model iteratively deforms to match the target configuration, start-
ing from its initial position.

3.2.1 Methods

Mesh-to-image registration (Loop 1 in Figure 3.12) is handled by applying
external and internal forces to the vertices of the mesh. The external force
f e(t) steers the mesh toward the target boundaries. The internal force f i(t)
keeps the mesh regular and close to the prior shape. Instead of summing
up the internal and external forces, we use a Pair-and-Smooth approach,
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3.2. Tongue Segmentation from MRI

originally proposed by Cachier and Ayache (2001), in which the external and
internal forces are applied sequentially. This approach minimizes propagation
of noise from image features to the final result. Let x(t) denote the vector
of positions x for all the vertices on the surface, at time t. We also define
xr = x(0) as the reference vertex positions. The mesh is deformed in two
steps.

1. Intensity profile registration: the image-based external force, f e(t), is
calculated for each node, as described later in this subsection; then, the
position of each vertex is augmented with the vertex’s external force,in
a unitary time step (x(t) + f e(t)).

2. Shape Matching Regularization: a smoothing internal force is applied
on the augmented position of the vertices, and results in the vector of
the regularized goal positions, defined as x̃. The details of the smooth-
ing process follow later in this subsection.

The deformation is done by moving the vector of reference vertex positions
xr to the vector of current positions x(t). Afterwards, the deformation is
smoothened by applying the relevant internal forces:

f i(t) = αi(x̃− x(t))

where x̃ is the vector of new regularized goal positions. The two steps involve
an iterative search for x(t) and x̃ respectively. The details of each module
are described in the following section.

Intensity Profile Registration

For each node at position x on the surface, the external force at time t is
calculated by

f e(t) = αe(x
′ − x(t)) (3.6)

where αe is the stiffness and x
′

denotes the new location of the node. The
search for x

′
is performed within a pre-defined range of inward and outward

steps at the direction normal to the surface. At each iteration, x
′

is selected
to be the point which maximizes a local similarity measure between the source
and target image volumes. Our algorithm matches the 1D gradient intensity
profiles of pre-defined length L in the direction normal to the surface. Let
Gtar(x) be the gradient profile of the target image, centred at point x, and
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3.2. Tongue Segmentation from MRI

let Gsrc denote the corresponding gradient profile in the source image. The
optimum value of x in each time step, denoted by x

′
, is calculated using the

normalized cross correlation as the similarity metric:

x
′
= argmax

x

〈
Gtar(x)−Gtar

‖ Gtar −Gtar ‖
,

Gsrc −Gsrc

‖ Gsrc −Gsrc ‖

〉
(3.7)

where G is the average value of G and <,> and ‖ . ‖ denote the inner
product and L2 norm respectively.

Shape Matching Regularization

To regularize the mesh deformation, we apply the extended version of the
shape matching algorithm, previously introduced in the context of muscu-
loskeletal structures (Gilles and Pai, 2008). The underlying mesh is subdi-
vided into overlapping clusters of nodes, defined around each vertex (i) on
the surface. The cluster for vertex i is defined as

ζi = {j : d(xi, xj) < s} (3.8)

where d is the Euclidean distance and s is the predefined cluster size (or
radius). Then, for each cluster ζi, the algorithm approximates the local
deformation of the nodes with a rigid transform (Ti), applied on the reference
position. The least square estimation of Ti is obtained by

Ti = argmin
T

∑
j∈ζi

mj ‖ Txrj − xj − f ej ‖2 (3.9)

where mj represents the mass weight of particle j in the cluster; and f ej is
computed from Equation 3.6. This, in turn, will update the goal position of
each node in the cluster from x̃ = Txr.

Due to the overlapping nature of the clusters, each vertex may obtain different
goal positions from the different clusters it belongs to. These goal positions
are subsequently combined into an average position for each vertex. The
final (goal) position is used to calculate the corresponding internal forces,
which are then averaged and applied to all the vertices of each cluster. Here,
shape matching acts as an elastic force that is proportional to the strain;
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3.2. Tongue Segmentation from MRI

whereas, updating the reference positions at each time step would simulate
plastic deformations. We follow Gilles and Pai (2008) in using the simple
gradient descent scheme with unitary time step

x(t+ dt) = f i + x(t) (3.10)

To summarize, one iteration of the mesh-to-image registration (in Loop 1)
involves the following steps:

1. Calculate external forces f e using Equation 3.6 and 3.7.

2. Calculate shape-matching forces f i.

(a) For each cluster ζi, compute Ti from Equation 3.9.

(b) For each vertex i, average goal positions as in x̃i =
∑

i(T)xri/|ζi|.

3. Evolve node positions from x = x̃.

4. Update reference positions to simulate plasticity from xr = x.

For the initialization mode, we model the underlying mesh with one cluster.
Hence, the bodily movement of the mesh would be purely rigid, containing
three translational and three rotational DOFs. If desired, we enable the
user to guide initialization towards what he may deem as a better position
(in a simple mouse-click and drag). This step inserts a spring force from
the mesh toward the cursor. The initialization scheme compensates for large
displacements between the initial and final tongue positions (see Figure 3.13).
At any time, the user can make the transition to the deformation mode by
increasing the number of clusters (through entering the desired number in a
dialogue box and clicking a button).

User Interaction

We incorporate an effective minimal user interaction mechanism to guarantee
a satisfactory result for the end user. The procedure is shown in Loop 2
in Figure 3.12. At any time during the registration process, the user is
free to inspect the orthogonal cut-planes of the deforming mesh, overlaid on
the corresponding 2D sections of the target image. The user may provide
additional boundary labels by simply clicking in any area where automatic
segmentation is deemed inadequate.
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3.2. Tongue Segmentation from MRI

Figure 3.13. Initialization mode. From left to right: the position of the tongue in
the volume, mid-axial, mid-sagittal, and mid-coronal plane, before (top) and after
(bottom) initialization. No user guidance force was necessary here.

Since boundary constraints are handled through forces in SOFA, our inter-
action is also force-based. As soon as a new boundary voxel is clicked, the
algorithm searches for the closest surface node on the mesh and inserts a
spring force between these two points. The closest points on the surface
will update in each iteration of the mesh deformation. We empirically use a
predefined stiffness of about 104 in all implementations. Stiffness values of a
higher order of magnitude may cause instability and, hence, are avoided.

All parameters are fixed in all the experiments. We unify the number of
surface nodes to number 2502, in order to capture the sub-millimetre details
of the tongue’s shape. For the intensity profile registration module, the
length of the profiles is set to 50 pixels, centred on the investigated voxel.
The search range is five voxels, inward and outward, in the normal direction
to the mesh surface. The stiffness coefficient, αe, is set to 1. For shape
matching regularization, we set the number of clusters to 300. To attain
high flexibility, the radii of all clusters are set to 1.

3.2.2 Results

We apply our segmentation method on MRI scans of 18 normal subjects.
For each dataset, three sagittal, coronal, and axial stacks of MRI slices are

54



3.2. Tongue Segmentation from MRI

acquired, with the tongue at the rest position, using a T2-weighted Turbo
Spin Echo pulse sequence. A Siemens 3.0 T Tim Treo MRI scanner is used
with an 8-channel head and neck coil. The size of each dataset is 256 ×
256× z (z ranges from 10 to 24) with 0.94mm ×0.94mm in-plane resolution
and 3mm slice thickness. A MRF-based edge-preserving data combination
technique is applied to build super-resolution volumes of the tongue with
isotropic resolution of 0.94mm. Details of data acquisition and reconstruction
techniques is described by Woo et al. (2012).

The developed method is evaluated for 18 normal subjects (eight females, 10
males). All 18 datasets are manually segmented under the supervision of our
dental expert collaborator, using the TurtleSeg interactive tool (Top et al.,
2011). The results are used, both as the ground truth and as the source
model in inter-subject registration, as described later in this subsection. The
segmented surface for each volume includes all of the internal muscles of the
tongue, as well as the digastric, geniohyiod, and hyoglossus muscles (see Fig-
ure 3.14); it excludes the hyoid bone, mandible bone, epiglottis, and salivary
glands. We cut the mylohyoid, palatoglossus and styloglossus muscles, fol-
lowing the contour of the tongue. In addition, tongue tissue above the line
between the epiglottis and hyoid bone is included. The process takes about
five to seven hours for each dataset.

Figure 3.15 shows 3D representation of the result for subject 5 as the source
and subject 2 as the target.

Figure 3.14. Ground truth segmented by a dental expert in TurtleSeg (Top et al.,
2011). Axial (right), sagittal (middle), and coronal slices are shown in red, blue,
and orange respectively. Salivary glands (labels 1-3), hyoid bone (label 4) and
epiglottis (label 5) have been excluded.
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Figure 3.15. 3D representation of the mesh during the segmentation process. Red
arrows show the areas that require extra, user-provided boundary labels.

Measures of Volume Overlap. After categorizing the subjects into two
groups of (female and male) anatomy, we noticed that anatomy of one male
subject was a closer match with the female group; therefore, he was excluded
from the male group and added to the female group (F9 in figures 3.16 and
3.17). For each dataset in each group, the segmentation was repeated by
iterating the source on other members of the corresponding group, resulting
in (9 × 8) × 2 experiments in total. In each case, the dental expert was
asked to interact with the segmentation for 1-3 minutes. The distance and
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Figure 3.16. Average Dice coefficient for subjects in the male (M) and female (F)
group, before (light gray) and after (dark gray) expert interaction time of 2 ± 1
minutes.

the volume overlap between result (A) and ground truth (B) were calculated
before and after the interaction. We used the Dice coefficient as a measure
of the volume overlap, reported as a percentage:

Dice(A,B) = 2
|A ∩B|
|A|+ |B|

× 100 (3.11)

Figure 3.16 shows the Dice measure calculated before and after expert inter-
action, for both the male and female groups. The average Dice, measured
on all the datasets in the male group, improved from 87.15 ± 1.65 to 90.37
± 0.42 after expert interaction. In addition, the mean of the inter-subject
standard deviation (STD) dropped from 1.02 ± 0.28 to 0.29 ± 0.07. The
average overlap in the female group is 87.23 ± 1.58, before interaction, and
90.44 ± 0.42, after interaction. The mean of the measured STD also changes
from 0.80 ± 0.16 to 0.29 ± 0.10.

Measures of Surface Distance. For calculating the distance between the
two surfaces, we used the Modified Hausdorff Distance (MHD) as the measure
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Figure 3.17. Average Modified Hausdorff distance for subjects in the male (M)
and female (F) groups, before (light gray) and after (dark gray) expert interaction
time of 2 ± 1 minutes.

of object-matching (Dubuisson and Jain, 1994):

MHD(A,B) = max
(
d(A,B), d(B,A)

)
(A,B) =

1

Na

∑
a∈A

d(a,B)

d(a,B) = min
b∈B

d(a, b)

(3.12)

where Na is the set of all the nodes (a) on the surface A, and d(a, b) = ||a−b||
is the simple Euclidean distance between vertices a and b. Figure 3.17 shows
the average MHD. The mean of the measure in the male group changes from
2.06 ± 0.16 mm to 1.62 ± 0.10 mm after interaction. The mean of the
measured STD also changes from 0.15 ± 0.04 mm to 0.07 ± 0.02 mm. For
the female group, the mean of MHD is 2.06 ± 0.21 mm, before, and 1.59 ±
0.12, after interaction. The mean of the STD also decreases from 0.13 ± 0.04
mm to 0.06 ± 0.01 mm.

Sensitivity Analysis. In order to justify our choice of parameters, we
performed a sensitivity analysis on four main parameters of the algorithm:
cluster number, cluster radius, search range, and stiffness coefficient. For
each experiment, we changed the value of one of the parameters, while the
others were fixed to their default values. To minimize the control variables,
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Figure 3.18. Sensitivity analysis on four main parameters of the developed algo-
rithm: Dice and modified Hausdorff measures for subject #7 in the male group.

we excluded the initialization and user interaction stages, running the analy-
sis only for the mesh-to-image registration. In each group (e.g. male/female),
we chose the target image with the worst segmentation accuracy measured in
the previous experiments (e.g. M7 and F6). Other members of the group were
iteratively used as the source of registration. Hence, we conducted (1×8)×2
experiments for each value of each parameter. The average and variance of
the Dice and MH measures, for the male and female subjects, are shown in
figures 3.18 and 3.19, respectively.

• Number of clusters. Proposed default value: 300. Small numbers
of clusters result in a more rigid model and decrease segmentation ac-
curacy. More clusters results in a higher degree of freedom for the
deformation, but values greater than 600 cause convergence failure.

• Radius of clusters. Proposed default value: 1. Radii of less than 10
produce similar results. The deformable model becomes more rigid as
the radius (e.g. overlap) of the clusters increases, decreasing segmenta-
tion accuracy.
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Figure 3.19. Sensitivity analysis on four main parameters of the developed algo-
rithm: Dice and modified Hausdorff measures for subject #6 in the female group.

• Search range. Proposed default value: 5. Greater search range will
enable the model to deform more during each time step; however, for
values greater than 10 pixels inward/outward, the model will have dif-
ficulties in convergence, and will fluctuate back and forth close to the
optimum solution.

• Stiffness Coefficient. Proposed default value: 1. Low values of stiff-
ness decrease the effect of image-based forces, and are therefore inade-
quate for matching the model to the target image. Values higher than
1.5 will introduce instabilities in the model.

3.2.3 Discussion

The manual segmentation used as the ground truth is likely to be fuzzy
and uncertain in problematic regions, such as at the boundary of the hyoid
bone and salivary glands (see Figure 3.14). However, modeling requisites
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3.2. Tongue Segmentation from MRI

prohibit the segmentation to include bones and non-muscle soft tissues. To
assess such uncertainty, we designed an experiment in which the same dental
expert was asked to repeat the same manual segmentation after 10 days,
without referring to his first attempt. The result showed a volume overlap
of Dice= 91% and a surface-to-surface MHD= 1.52 mm between the two
manually segmented volumes. We argue that this uncertainty imposes similar
limits (91% for the volume overlap, and 1.5 mm for the surface-to-surface
distance) on the measures achievable by automated segmentation. In fact,
while expert interaction resulted in about 7% improvement for Dice values
as low as 83% (0.6 mm decrease in distance value), the improvement was
less than 1% for the Dice values as high as 90% (0.3 mm decrease in distance
value). The same ambiguities cause the user interaction to be inefficient after
a certain time limit, justifying our choice of restricted interaction time for
reporting the results.

3.2.4 Summary

In this section, we have tackled the challenging problem of semi-automated
3D segmentation of the tongue from isotropic MRI volumes. Previous works
have included delineation of tongue contours at its surface in 2D MRI slices.
We adapted an inter-subject registration framework using a shape matching-
based regularization technique. This method was combined with an instant
force-based user interaction mechanism, which attracts the model towards
user-provided boundary labels. We were able to achieve segmentation ac-
curacy with an average Dice coefficient of 90.4 ± 0.4%, and an average dis-
tance = 2 ± 0.2 mm, within an expert interaction time of 2 ± 1 minutes.
Thus, we conclude that our human-in-the-loop approach, using a variation
of the shape matching technique (Gilles and Pai, 2008), provides an effective
method to segment complicated soft tissue areas, like the tongue. Our future
work will focus on integrating the developed segmentation scheme within a
more comprehensive biomechanical model, suitable for modeling of speech
and swallowing.
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3.3. Jaw and Hyoid Modeling

3.3 Jaw and Hyoid Modeling

Our speaker-specific model of the mandible and hyoid is similar to the Ar-
tiSynth generic model (Stavness et al., 2011) in its biomechanics: it is cou-
pled to the tongue FE model via multiple attachment points, included in the
constitutive equations of the system as bilateral constraints. Eleven pairs
of bilateral point-to-point Hill-type actuators, as listed in Subsection 2.2.1,
are used to represent the associated muscles, and the TMJ is modeled by
curvilinear constraint surfaces. The bone density is set to 2000 kg/m3, as
suggested by Dang and Honda (2004). For each speaker, the geometries of
mandible and hyoid bone rigid bodies are replaced with the corresponding
surfaces, segmented from the first TF of cine MRI data (Subsection 3.3). The
bone-tongue attachment points are computed based on the generic tongue
model, as described in Section 3.1.3.

3.3.1 Bone Segmentation from MRI

To build our speaker-specific models, we need to delineate the surface geom-
etry of the articulators from cine MRI data. Unfortunately, cine MRI only
provides partial bone visibility, which makes the results of manual segmen-
tation inadequate for detection of the location of muscle insertion sites and
the temporomandibular joint (TMJ).

Static MRI, however, provides higher resolution and a better representation
of bone surfaces. Woo et al. (2015) create a high resolution static MRI atlas
that includes speaker data used in the present study, as shown in Figure
3.20. Di, in the figure, denotes the deformation from static MRI of speaker
i onto the atlas space. We first build a segmentation mask for the mandible
in the atlas space, and then morph the mask onto the static MRI of the
speaker (using the inverse of Di [D−1

i ]). Finally, we perform an image-based
elastic registration (Vercauteren et al., 2009) between the static and cine
MRI images of each speaker, to generate the mask in the cine MRI (at first
TF). In the figure, this final registration is denoted by Ri.
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Figure 3.20. Atlas deformation for jaw segmentation. Di denotes the deforma-
tion from static MRI of speaker i onto the atlas space; Ri stands for the elastic
registration from the static to cine MRI space. Jaw masks are shown in blue.
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Figure 3.21. Mandible segmentation (speaker A). The generic model is sculpted
to match the partial surface, while its intersection with the image is inspected.
Orange contours (bottom row) show the final result at mid-views of cine MRI
data.
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Figure 3.22. Geometries of the tongue, jaw and hyoid overlaid on the mid-axial,
mid-sagittal, and mid-coronal slices of cine MRI data, for speaker B.

The final mask (in the cine MRI space) yields a partial mandible surface,
as shown in Figure 3.21 (for speaker A). We deploy this partial surface as
the guide for (manual) sculpting of a generic mandible mesh (available in
ArtiSynth). For sculpting, we use BlendSeg, a customized plug-in for the
Blender mesh editing software (www.blender.org) that allows inspection of
the mesh intersection with the image data, throughout the sculpting process
(Ho et al., 2014). Figure 3.22 shows the final geometries of the jaw, hyoid,
and tongue, overlaid on cine MRI data for speaker B.

As mentioned earlier, cine MRI data does not provide sufficient resolution for
depicting the sites of muscle origin and insertion. The insertion sites on the
mandible are transformed from the generic jaw model to speaker geometry,
through the sculpting process. Using the relative distance between the origin
and insertion sites in the generic model, we calculate rough coordinates of
the origin sites in the speaker space. These coordinates are further fine-
tuned according to the generic model/speaker MR data, in the ArtiSynth’s
graphical user interface (see Figure 3.23). Making the image data visible,
during the process, helps estimate the length of the muscles, ensuring the
origin sites do not lie outside of the speaker’s skull.
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Models/Mech/frameMarkers/Origin-PT-Right

Figure 3.23. Using ArtiSynth GUI to adjust muscles of the jaw and hyoid. Config-
uration of the muscles for speaker B (left) is adjusted based on the generic model
(right). Origin and insertion sites of the muscles are defined as frame markers (red
dots) that can be moved freely in space (using the transition handle). A matching
cine MRI image data can be made visible, if necessary.

3.3.2 Forward Simulation

Finally, we attach our tongue models to the mandible and hyoid through
the attachment points calculated in Subsection 3.1.3. We further assess the
impact of jaw muscles in each speaker-specific jaw-tongue-hyoid model in a
forward simulation scheme. Figure 3.24 shows the models after activation
of the jaw-opener (SP, IP, AM, PM, AD), and jaw-closer (SM, DM, MT,
PT, AT, MP) muscles, for speakers A-D. The active muscles that are visible,
are depicted in darker shades of red. Less excitation is used for the jaw-
closer muscles (compared to jaw openers), since the jaw-closers consist of
more, larger muscles, and generate a higher magnitude of force per excitation
unit. Figure 3.25 shows mid-sagittal contours of the tongue, mandible, hard
palate, and hyoid after activation of the jaw-closer and jaw-opener muscles,
for speaker B. The maxilla is considered to be fixed, and we avoid collision
between the tongue and mandible, or maxilla, in our simulations.
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Figure 3.24. Impact of activation of jaw-opener (middle) and jaw-closer (right)
muscles vs. the neutral posture (left) for speakers A-D. The jaw-opener/closer
muscles are activated linearly up to ten/five percent.
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tongue

maxilla

jaw
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Figure 3.25. Impact of activation of jaw-opener (middle) and jaw-closer (right)
muscles vs. the neutral posture (left) for speaker A in the mid-sagittal plane. The
jaw-opener/closer muscles are activated linearly up to ten/five percent.

3.4 Conclusions

In this chapter we have detailed the development of our subject-specific,
biomechanical models of the tongue-jaw-hyoid based on MR data. We start
by delineating the articulators from the MR volume. Our method for tongue
segmentation benefits from a real-time user interaction that significantly im-
proves time-efficiency. We also suggest methods to enable segmentation of
the mandible and hyoid, notwithstanding the poor contrast of bone in MRI.
Based on the delineated surfaces, we then create our models. Our approach
for creating tongue models combines meshing and registration techniques,
to benefit from a state-of-the-art generic model (Buchaillard et al., 2009),
while providing the opportunity to adjust the resolution and modify muscle
definitions. To conclude, we test the performance of our models in a for-
ward simulation scheme by activating individual muscles and observing the
corresponding tissue motion/deformation.

We believe that our approach for generating FEfinal offers benefits that can
be investigated further in future. Firstly, we suggest that a higher resolution
tongue model provides the opportunity to simulate more complex and longer
speech utterances that exhibit additional variability in tongue shape. Swal-
lowing is another example where more local tongue motions are observed.
Second, our proposed approach offers structural independence between the
configuration of muscle fibres and elements. This enables the user to modify,
add or delete individual muscle fibres, in order to accommodate more sub-
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tlety in neural innervation (as suggested by Slaughter et al. (2005) for the
IL and SL muscles and by Mu and Sanders (2000) for the GG). A finer fibre
structure is also useful in studying different languages where sounds are sim-
ilar but not identical. In addition, ability to edit the fibres is beneficial for
simulation of speech, in disorders such as glossectomy, where the innervation
pattern varies based on the missing tissue (Chuanjun et al., 2002). Finally,
as resolution of dynamic MRI data improves, we will be able to capture finer
shapes of the tongue. Hence, our model should be positioned to present more
details.
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Chapter 4

Data-Driven Simulation for
Speech Research

In this chapter, we enable data-driven simulation of our subject-specific mod-
els, and demonstrate its application in investigating motor control to the
tongue. We especially look at the fricative sound /s/ because it is made
in a region of the vocal tract where minor changes in tongue position and
shape are audible and can easily compromise the pronunciation of /s/. For
this reason, /s/ is used as a test of articulatory accuracy by oral surgeons,
prosthodontists, and speech pathologists. At least two prevalent /s/ gestures
are identified in the literature: the apical /s/, which uses the tongue tip to
contact the alveolar ridge; and the laminal /s/, which uses the tongue blade
(Dart, 1991). A 2D tagged MRI study by Reichard et al. (2012) identifies a
trend in the tongue tip moving faster during apical /s/, with no significant
effect observed in the tongue body. A similar study confirms a difference
in tongue shape for the two gestures, reporting the occurrence of a shal-
lower groove at the velopalatal juncture in apical /s/. A possible correlation
between palate height and /s/-type is also noted (Stone et al., 2012).

This study examines the motor control and motion patterns of /s/ in two back
and front vowel contexts, in the utterances /@-gis/ and /@-suk/, to exploit the
differential effects of neighboring sounds on /s/ realization. By simulating
speaker-specific models – based on the MRI data of multiple speakers – this
chapter explores possible answers to two questions: namely, What are the key
muscles responsible for the motion into the two laminal and apical gestures of
/s/? and How do vowel context and /s/-type affect activation pattern among
different speakers?

We base our simulations on 3D tagged and cine MRI data, which captures
the motion of the tongue’s tissue-points during the production of /s/. Us-
ing this quantified, tissue-point motion, Xing et al. (2015) calculate internal
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motion patterns, as well as degree of shortening and lengthening of individ-
ual muscles. However, the data alone provides an incomplete picture of the
motor control to the tongue. For example, active and passive shortening of
a muscle can cause similar motion, and co-contraction of antagonist muscles
may result in no shortening. It is, therefore, difficult to disambiguate the
causes of muscle shortening from MRI alone. In this study, however, we sim-
ulate our speaker-specific biomechanical models using tissue-point motion,
extracted from tagged MRI, to first infer which muscles are actively shorten-
ing (using an inverse model), and then to actively shorten those muscles to
predict tissue-point motion (forward model). Following this, we compare the
results with the tagged MRI trajectories, in order to fine-tune the predicted
muscle activations. Our results (as presented in subsection 4.4 and discussed
in subsection 4.5) supplement and enhance current knowledge of how muscle
activation is related to tongue motion patterns.

Figure 4.1 shows a schematic representation of the MRI data used in this
study. The cine and tagged MRI slices are recorded during synchronized
repetition of the desired speech utterance, and averaged over time to produce
a volumetric representation of the oropharynx for each time frame (TF), as
described in Section 4.1. The MR images are then fed into the work-flow
presented in Chapter 3. The internal tissue displacements are calculated
from tagged MRI and further enhanced with the tongue surface information
of cine MRI data (subsection 4.2). The biomechanical models of the tongue,
mandible, hyoid, and maxilla are then constructed for each speaker based on
the surface geometries segmented from the first TF of cine MRI, as described
in Chapter 3. The speaker-specific models are then simulated based on the
tissue displacements (subsection 4.3). We use the Artisynth platform, which
supports both forward and inverse simulations. Forward simulation yields
kinematic trajectories of the model based on muscle activations, and the
inverse simulation provides estimates of muscle activation patterns, based on
the tissue trajectories measured at specific control points from the data.

4.1 MRI Data

Our MRI data captures four normal, Caucasian American English speak-
ers with mid-Atlantic dialect – two with apical /s/, and two with laminal
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Figure 4.1. Schematic representation of the MRI data used in this study. Stacks
of tagged and cine MRI are acquired at each time-frame (TF) in sagittal, coronal,
and axial views.

/s/. Each speaker repeats the utterances /@-gis/ and /@-suk/ in time with
a metronome. Both cine and tagged MRI data is acquired using a Siemens
3.0T Tim-Treo MRI scanner with a 16-channel head and neck coil. The
in-plane image resolution is 1.875mm × 1.875mm with a slice thickness of
6 mm. Other sequence parameters include the following: repetition time
(TR) 36 ms, echo time (TE) 1.47 ms, flip angle 6, and turbo factor 11.
The axial, sagittal, and coral stacks of cine MRI slices are combined to
form isotropic super-resolution volumes for 26 TFs, using a Maximum A
Posteriori-Markov Random Field method with an edge-preserving regular-
ization scheme (Woo et al., 2012). Table 4.1 summarizes the information of
each individual speaker. The phonemes of interest (/@/, /g/, /i/, /s/ and
/@/, /s/, /u/, /k/) are identified in specific TFs in each utterance. Each

71



4.1. MRI Data

Table 4.1. Speaker information for this study: sex, age, and time frames associated
to individual sounds in /@-gis/ and /@-suk/ utterances.

Speaker Sex Age /s/-type
/@-gis/ TFs /@-suk/ TFs

@ g i s @ s U k

A M 23 apical 8 12 16 21 8 13 19 21

B M 22 apical 6 10 18 20 7 10 16 19

C F 43 laminal 8 10 14 23 4 9 15 18

D F 21 laminal 5 9 13 19 7 10 17 19

vowel is identified at the TF before the tongue begins to move toward the
next consonant, i.e., that is, the maximum vowel position. Each consonant is
identified at the TF when the tongue first contacts the palate, i.e., the initial
frame, rather that the maximum consonant position.

These frames were chosen because they were easily identifiable from the MRI
movies. Figure 4.2 shows the mid-sagittal slice of cine MRI at the TF asso-
ciated with /s/ for each speaker in both utterances.

Speaker A                  Speaker B                Speaker C              Speaker D

/s
/ 

in
 /

ə–
sʊ

k
/ 
  

  
  

  
  

  
/s

/ 
in

 /
ə–

g
ɪs

/

Figure 4.2. Mid-sagittal slice of cine MRI at /s/ in /@-gis/and /@-suk/. Speakers
A and B show the apical /s/, and speakers C and D show the laminal /s/ gesture.
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Figure 4.3. Tissue displacements, calculated from tagged MRI, using HARP (Os-
man et al., 2000), IDEA (Liu et al., 2012), and enhanced by surface normals from
cine MRI in E-IDEA (Xing et al., 2013). c©Xing et al. (2013). Adapted with
permission.

4.2 Tissue Displacement

The 2D motion of the tongue tissue points is estimated from tagged MR
image slices using the Harmonic Phase (HARP) algorithm (Osman et al.,
2000). We further utilize the Enhanced Incompressible Deformation Estima-
tion Algorithm (E-IDEA), to combine 2D motion data and produce the 3D
tracking result with an incompressibility constraint (Liu et al., 2012; Xing
et al., 2013). E-IDEA imposes a smoothing, divergence-free, vector spline
to seamlessly interpolate velocity fields across the tongue. In addition, it
improves the reliability of the displacement field at the tongue surface by in-
corporating 3D deformation of the tongue surface computed from cine MRI.
Figure 4.3 demonstrates the effectiveness of E-IDEA in improving the accu-
racy of the tissue displacements at the tongue surface.

Both HARP and E-IDEA calculate the displacement field (at each TF) with
reference to the first TF (when tags were initially applied). However, in
order to simulate our models, we have to calculate displacements between
successive TFs. To get from the nth to the (n+ 1)th TF, we first move from
the nth to the first TF – via the inverse of the nth velocity field – and then
move from the first to the (n+ 1)th TF by adding the (n+ 1)th velocity field.
We adopt a simple fixed-point algorithm (Chen et al., 2008) to invert the
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E-IDEA velocity fields.

In this study, we perform spatial and temporal regularization to reduce pos-
sible noise in the estimated motion caused by registration errors or surface
ambiguities; in the spatial domain, the displacement vectors are averaged in
a spherical region of predefined radius around each point of interest; in the
time domain, a cubic interpolation is performed between successive TFs to
smooth the trajectories and find the intermediate displacements.

4.3 Inverse Simulation

Forward dynamic simulation requires fine-tuning of the muscle activations
over time. EMG recordings of the tongue have been used previously (Fang
et al., 2009), but they suffer from a lack of suitable technology to deal with
the moist surface and the highly deformable body of the tongue (Yoshida
et al., 1982). Also, the relationship between EMG signals and muscle forces
is not straightforward. As an alternative, muscle activations can be predicted
from available kinematics by solving an inverse problem. The results may be
further fed to a forward simulation system to provide the necessary feedback
to the inverse optimization process. The forward-dynamics tracking method
was initially introduced for musculoskeletal systems (Erdemir et al., 2007);
later on, Stavness et al. (2012) expanded the method to the FE models (such
as the tongue) with muscular hydrostatic properties that are activated with-
out the mechanical support of a rigid skeletal structure.

In ArtiSynth, the system velocities (u) are computed in response to the active
and passive forces:

Mu̇ =factive(q,u, a) + fpassive(q,u) (4.1)

factive(q,u, a) = Λ(q,u)a (4.2)

where M is the mass matrix of the system, and Λ denotes a nonlinear function
that relates the system positions (q) and the system velocities (u) to the
active forces. In the case of Blemker muscles, the value of factive(q,u, a) is
calculated from Equation 3.5. The inverse solver uses a sub-space (v) of the
total system velocities as its target:

v = Jmu (4.3)
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where the target velocity sub-space (v) is related to the system velocities
(u) via a Jacobian matrix Jm. The inverse solver computes the normalized
activations (a) by solving a quadratic program subject to the condition 0 ≤
a ≤ 1:

a = argmin(‖(v −Ha)‖2 + α‖a‖2 + β‖ȧ‖2) (4.4)

Here ||a|| and ȧ denote the norm and time-derivative of the vector a; the
matrix H summarizes the biomechanical characteristics of the system, such
as mass, joint constraints, and force-activation properties of the muscles;
α and β are coefficients of the `2-norm regularization and damping terms,
respectively. The regularization term deals with muscle redundancy in the
system and opts for the solution that minimizes the sum of all activations.
The damping term secures system stability by prohibiting sudden jumps in
the value of activations. We follow Erdemir et al. (2007) in opting for `2-norm
(rather than `1-norm) as `2-norm is easier to implement. As a result, the
regularization favors similar activation values over sparsity, across different
muscles. The solution converges after iterating between inverse and forward
dynamics in a static per time-step process, where the system is made linear
in each integration step. This method is computationally efficient compared
to the static methods; however, it may lead to sub-optimal muscle activations
(Stavness et al., 2012).

4.3.1 Definition of the Control Points

As mentioned above, the inverse solver in ArtiSynth uses a sub-space of the
total system kinematics as its target. This means that the solver tracks the
velocities of certain points in the model (referred to as control points). In this
study, we define a control point as a marker that attaches to an element of
the tongue model, at a desired location. The initial location of control points
is defined according to a subset of FE nodes in the generic tongue model (and
hence, in FEreg from Section 3.1). As a result, for all four speakers, control
points have similar location relative to their tongue geometries in the first
TF of cine MRI.

The biomechanical models in this study are generated based on /@-gis/ data.
Although both the /@-gis/ and /@-suk/ utterances were recorded consecu-
tively in the same MRI session, their image data does not necessarily match
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from 1st TF of  /ə–gɪs/ at 1st TF of /ə–sʊk/

Figure 4.4. Initializing simulation of the /@-suk/ sequence for speaker B. Mid-
sagittal view of the FE tongue model after rigid registration from the 1st TF
of /@-gis/ (left) vs. result of inverse simulation to match the 1st TF of /@-suk/.
Blue/green circles show target tracking points before/after inverse simulation. The
mandible, hyoid, and maxilla are included in the model, but are not shown in the
figure, for the sake of simplicity.

at the first TF. This can either be due to, (1) repositioning of the head be-
tween the two acquisitions (rigid transform), or (2) having a slightly different
tongue posture at /@/ for the two utterances (non-rigid deformation). There-
fore, the tagged MRI trajectories of /@-suk/ do not hold a direct association
with the control points of the FE tongue model. Building a new model for
/@-suk/ is not optimal, since it doubles the labour cost of modeling, and
makes comparison of the muscle activations between the two utterances less
meaningful. To deal with this issue, we compensate for the head motion by
applying a rigid transformation on our model (Sharp et al., 2002), and then
use the inverse solver to estimate the muscle activations that put the tongue
in the correct position at the first TF of /@-suk/. Figure 4.4 shows this initial-
ization process for the /@-suk/ sequence in speaker B. The mandible, hyoid,
and maxilla are included in the model, but are not shown in the figure, for
the sake of simplicity.

In this study, the tongue and bone models of the speakers fit the exact surface
geometry extracted from the first TF of cine MRI (which is not perfectly
symmetrical). However, to reduce the computational cost of the inverse
problem, we assume bilateral symmetry in motion; the left and right muscles
are activated together and with the same intensity. The control points (32
FE markers) are distributed in left half of the tongue.
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Table 4.2. Absolute tracking error (mm) for speakers A-D, averaged over all control points
and all time frames in /@-gis/ and /@-suk/.

A B C D
/@

-g
is

/

Mean 1.80 ± 0.68 1.95 ± 0.75 1.85 ± 0.64 1.70 ± 0.66

Std 0.83 ± 0.35 0.71 ± 0.26 0.67 ± 0.22 0.73 ± 0.26

/@
-s

u
k/ Mean 1.90 ± 0.55 1.88 ± 0.81 1.94 ± 0.60 1.90 ± 0.69

Std 0.49 ± 0.19 0.79 ± 0.27 0.97 ± 0.28 0.62 ± 0.21

4.4 Results

We estimate the muscle activation patterns using the inverse simulation, with
kinematic trajectories from the MRI data. Table 4.2 shows the tracking error
average over all the control points, at 26 TFs, in the two utterances, /@-gis/
and /@-suk/. Figures 4.5 and 4.6 show the muscle activation patterns. The
four speakers are shown in columns A-D with TFs (1 to 26) along the x axis.

Speakers A and B use an apical /s/, while speakers C and D use a laminal
/s/. The muscles of the tongue include the following: genioglossus (GG), hyo-
glossus (HG), styloglossus (STY), verticalis (VERT), transverses (TRANS),
geniohyoid (GH), mylohyoid (MH), and longitudinal (inferior [IL], superior
[SL]). The GG, VERT and TRANS muscle bundles are further divided into
five smaller functionally-distinct segments (a: posterior to e: interior), as
suggested by Miyawaki et al. (1975) and Stone et al. (2004). We also follow
Fang et al. (2009) in dividing the STY muscle into two functional segments
(p:posterior and a:anterior). The muscles of the jaw and hyoid include the
following: temporal (anterior [AT], middle [MT], posterior [PT]), masseter
(superficial [SM], deep [DM]), pterygoid (medial [MP], superior-lateral [SP],
inferior-lateral [IP]), digastric (anterior [AD], posterior [PD]) and stylo-hyoid
(SH).
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Figure 4.5. Muscle activations estimated by the inverse solver during the utterance
/@-gis/ for speakers A-D.
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Figure 4.6. Muscle activations estimated by the inverse solver during the utterance
/@-suk/ for speakers A-D.
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4.4.1 Tongue-Protruder Muscles

Tongue protruder muscles include the posterior region of the genioglossus
muscle (GGa/b/c), which pulls the tongue forward, as well as the TRANS
and VERT muscles. The GGa/b/c and TRANS muscles also elevate the
tongue body. The floor muscles GH and MH assist in tongue elevation and
protrusion.

Our results, as demonstrated in Figure 4.5 and 4.6, show that for both utter-
ances, the GGa/b became more active over time and was maximally active
prior to the final consonant. The exception to this pattern was the upper
pharyngeal region of the GG (GGb) for speakers C and D, which had little
activity and no pulse toward the end of the utterance. The GGc pulse oc-
curred during both vowels. Speaker B used the GGb more than the other
speakers, to position the vowel. The TRANS tended to increase in activation
throughout the course of the utterance, with slightly more activation for the
velar stops (/g/ or /k/) than the alveolar /s/. The TRANSd/e increased
activity just before /s/, consistent with local tongue tip protrusion, more so
for the apical speakers (A and B). Speakers varied in terms of which region
of the TRANS was more active, but the net effect was protrusion. The ac-
tivation patterns across the five segments of the TRANS, and VERT, were
more alike (though not identical) than the activation patterns across the five
segments of the GG. The GH pulls the hyoid forward, and shows small ac-
tivations local to the vowel for speaker A, and throughout the utterance for
speakers C and D. Speaker B does not use it at all. The MH activates more
during the consonants, mainly to elevate the tongue.

4.4.2 Tongue-Retractor Muscles

The tongue is retracted by the extrinsic muscles, STY and HG, which pull
the tongue backward/upward and backward/downward, respectively. Two
intrinsic muscles, the SL and IL, also retract the tongue; they additionally
elevate (SL) and lower (IL) the tip. Finally, the anterior fibers of the ge-
nioglossus (GGd/e) lower the upper body and blade of the tongue, causing
backward motion of the tongue body.

More activation of the retractor muscles was expected for /suk/ than /gis/,
since the tongue moves backwards during /suk/. For /suk/, the SL was
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active for all subjects, with speakers B and C increasing the activation until
the /u/ was reached. A continuous low-level activation of the SL was used
by speakers A and D during /suk/, and by all four subjects during /gis/.
The IL was not used at all during /gis/; but it was used for the /uk/ by
three of the subjects, consistent with retracting the tongue tip. The largest
activations in both utterances were seen in the GGd/e for all four speakers (5-
10% activation). The GGd muscle – the most active – lowers or stabilizes the
tongue dorsum, and the GGe further lowers the tongue blade. For /@-gis/, the
speakers used the GGd throughout the utterance, with smaller activations
at /g/ than /i/ and /s/. During /@-suk/, the GGd was most active during
/u/. The GGe was active for /@/ and the breath, with occasional activation
for the first consonant, irrespective of what it was.

Of the two extrinsic retractors, the STY was fairly quiescent for both ut-
terances, with speaker B using it during /gis/, and speaker C during /suk/.
The HG, on the other hand, was active for 3 speakers (A, B and C), mostly
during /@/ and /s/ in both utterances. Of the two intrinsic retractors, the
SL was active for all subjects, mostly during /@/, /is/ (gis) and /uk/ (suk).
During /suk/, speaker A and D had minimal SL activity. The IL was mostly
quiescent, with very slight, occasional activity during the velar stops /g/ and
/k/.

4.4.3 Other Muscles

Row 5 in Figure 4.5 and 4.6 contains the jaw closing muscles, which globally
elevate the tongue. For /@-gis/, these muscles have large peaks of activity
during closure into /g/, and smaller ones during the motion into /s/ (con-
sistent with tongue elevation for those sounds). For /@-suk/, the activations
tend to be smaller than for /@-gis/, with only speakers C and D, having a
closure activation into /s/. The IP and SP in row 6 are jaw protruding and
closing muscles. In /@-gis/, they behave like the jaw closing muscles in row
5, with two peaks of activity, one preparatory for /g/ and a second during
the /i/ or /s/. The SH and PD pull the hyoid back and up; the AD pulls
the hyoid forward and tongue up. These muscles, like the jaw closers, are
most active during the /g/ and /s/, although speaker B had a fairly active
AD throughout. These activations could allow fine tuning of jaw position;
They could also be related to pitch changes, as the position of the larynx
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varies with pitch. During /@-suk/, the IP is active throughout the utterance
(subjects A, D) or during the first half (subjects B, C). The SP has little
activity in either utterance. The hyoid-positioner muscles again show signif-
icant activity in the PD associated with /k/. Speaker C appears to use both
the jaw closers, openers, and hyoid-positioners in the transition from /@/ to
/s/.

4.5 Discussion

This study investigates differences in the key muscle activations and their
overall activation pattern, during apical vs. laminal /s/ production, and as a
function of differences in vowel context, using speaker-specific biomechanical
models. We discuss the results below.

4.5.1 Apical vs. Laminal Speakers

Speakers A, B used an apical /s/, and speakers C, D used a laminal /s/.
Both the VERTd and TRANSd/e were more active for the apical /s/. This
difference is not seen in the GG data; however, it should be noted that for
the TRANS and VERT, region e extends into the tongue tip, whereas the
GGe stops at the tongue blade. It is possible that these additional activa-
tions create a very subtle difference in tongue positioning. The differences
involved in creating an apical vs. laminal /s/ may require less active effort
than one would expect. For example, Stone et al. (2012) find that palate
shape has a strong effect on choice of /s/-type, and some of the difference in
tongue tip shape may reflect palate shape. Moreover, thus far, only a slightly
faster tip motion in apical /s/ has been found to distinguish the two motions
(Reichard et al., 2012). Perhaps the simultaneous activation of the VERTd
and TRANSd/e protrudes the tip slightly more in apical /s/, and the palate
constraint reduces the overall activation needed.
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4.5.2 Mechanisms of Tongue Elevation

One of the original questions asked in the study was whether the /s/ sound
in /gis/ and /suk/ would differ because of different neighboring sounds and
different locations in the utterance. Interestingly, a large difference was ob-
served in muscle activation patterns related to the location of the /s/ in the
utterance. This was due, however, to the vowel preceding the /s/ more than
the /s/ position.

Figures 4.5 and 4.6 show that the pharyngeal portions of the GG (a/b/c) are
active into the last consonant of each utterance, regardless of whether it is
/s/ or /k/, while the jaw muscles appear more active at the beginning of the
utterance. This can be explained by the context. The /@/ at the start of the
utterance requires an open jaw. The jaw closure into the following consonant
is large, as seen in the activation of the jaw closure muscles at or after the
/@/, and may do the lion’s share of the tongue elevation/fronting needed for
both the /s/ and the /k/. When these same consonants appear at the end
of the utterance, however, the jaw is already quite closed for the preceding
vowel (/i/ or /u/), and so the tongue must internally elevate and front itself,
increasing activation in the GGa/b/c.

4.5.3 Commonalities Across Speakers

Since tongue muscle activity measured from EMG usually shows variabil-
ity among subjects, it is not surprising to see individual differences among
speakers in our simulation results. However, there are some similarities that
can be observed among all speakers. The first commonality across speak-
ers is the large amount of muscle activation in the largest tongue muscle,
genioglossus (GGa/b/c/d/e), followed by the jaw advancement muscle (the
internal pterygoid [IP]), and the hyoid positioner muscles (the digastric [AD,
PD] and the stylo-hyoid [SH]). The GGa/b/c was the most active muscle of
protrusion/elevation for all subjects, with as much as 15% activation. The
GGd/e was the most active muscle of retraction/lowering, with up to 10%
activation. The GGa was always activated during articulation of the conso-
nants, to elevate the tongue to the palate absent jaw assistance. The GGd
was continually active in both utterances – possibly to stabilize the upper
tongue surface so it did not hit the palate inadvertently. Equally active were
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the IP, AD, PD and SH. IP was more active during the forward moving
/gis/, but was still quite active in /suk/, where it was most active for /s/
and tapered off for /k/.

Jaw position is critical and inflexible for /s/. In both utterances, the IP was
quite active at or before the /s/. The hyoid positioning muscles, AD, PD
and SH, were active in both utterances, often with pulses for the consonants.
The hyoid is a particularly unstable bone, as it is the only bone in the human
body that does not articulate with another bone. It is stabilized entirely by
muscles. The AD pulls it forward, The PD pulls it back and up, The SH
pulls it down. The PD and SH were often active synchronously, sometimes
with AD and sometimes without. These muscles may be so active because
they have three roles that occur simultaneously in speech. Firstly, they
position the hyoid to allow anterior-posterior tongue body motion during
vowels. Secondly, they resist the anterior pull on the hyoid of the GGa during
/s/ and /k/ or /g/. Thirdly, they assist in changing pitch, as hyoid/thyroid
position varies with pitch in speaking.

The second commonality among speakers was a similar variety of activation
patterns across the GG regions (a/b/c/d/e), consistent with independent
activation of fibers throughout the GG. Stone et al. (2004) and Miyawaki
et al. (1975) found independent regions of compression and activation in this
muscle. Anatomical studies have shown very high innervation of these and
all muscles of the tongue (Sokoloff et al., 1992). The other muscles that
make up a structural unit with the GG, namely the TRANS and VERT (see
Takemoto et al. (2001)), show considerably less activation (< 5%) and may
be used to fine-tune the position and surface shape of the tongue. Some
behavioral differences in these muscles were consistent with differences in
apical vs. laminal /s/. The floor muscles, GH and MH, have little activation
during these utterances and may be more important for swallowing.

4.6 Conclusions

In this chapter we have enabled data-driven simulation of our speaker-specific
biomechanical models to investigate inter- and intra-subject variability in
speech motor control. We use MRI data of four normal subjects speaking
the /s/ sound in two vowel context. Two of the speakers use apical and
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the other two use laminal /s/. The results indicate the dominant use of
the genioglossus muscle over the other muscles of the tongue. As expected,
the posterior portion of the genioglossus is found to be more active than its
anterior when /s/ follows /i/ in /@-gis/. The reverse is true when /s/ precedes
/u/ in /@-suk/. The transverse muscle is also found to be moderately active
more at the anterior, but also at posterior for two of the speakers. The
activations of other muscles of the tongue seem to be subtle, perhaps used
to fine-tune tongue posture. Our results also identifies the anterior-digastric
muscle, as well as the inferior-lateral portion of the pterygoid muscle, to be
the key active muscles of the jaw and hyoid during /s/. The results do not
indicate any substantial difference between apical and laminal /s/ types.
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Chapter 5

Acoustic Analysis for Speech
Synthesis

Due to recent advances in acquisition technologies, speech data, including au-
dio signals and medical images is abundant today. Such data motivates the
use of computational approaches for modeling speech phenomena (Vascon-
celos et al., 2012; Ventura et al., 2009, 2013). On one hand, biomechanical
models of the oropharynx aim to simulate the dynamics of speech production
under simplified – but biologically and physically valid – assumptions; on the
other hand, articulatory speech synthesizers focus on generated sound as an
end product, by designing a representation of the vocal tract and folds that
is capable of generating the desired acoustics of an observed shape of the oral
cavity (Doel et al., 2006; Birkholz et al., 2013). The search for an ideal model
– that represents both the acoustical and biomechanical characteristics of the
oropharynx – continues to this date.

5.1 Synthesis of Vowels in Running Speech

In this section, we expand our subject-specific modelling and simulation
framework from chapters 3 and 4 to include a real-time acoustic synthe-
sizer. The biomechanical models are enhanced with an air-tight VT mesh
that deforms along with the movement of the articulators. The VT geometry
is then processed in real-time to extract the 1D representation required for
solving Navier-Stokes equations for vowel synthesis (Doel et al., 2006).

The vocal folds oscillate during the articulation of vowels and voiced-consonants
(e.g., /b/), but are wide open and have little effect on articulation of frica-
tives (e.g. /s/) and stops (e.g. /k)/. Constrictions or obstructions at certain
points in the tract create turbulence that generates the high frequency noise
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5.1. Synthesis of Vowels in Running Speech

responsible for making the fricatives and stops. The synthesis of fricatives
depends to a large extent on lung pressure and the noise characteristics of the
system. Due to the lack of voicing information, we focus our acoustic analysis
solely on the synthesis of the vowels, specifically /i/ in /@-gis/, and /u/ in
/@-suk/. The reduced vowel /@/ is only used to help the subject maintain a
neutral tongue posture at the start of the speech utterance.

5.1.1 Biomechanical Model of Vocal Tract

We model the VT as a deformable, air-tight mesh – referred to as geometric
skin – which is coupled to the articulators, as proposed by Stavness et al.
(2014b). Each point on the skin is attached to one or more master com-
ponents, which can either be 3-DOF points, such as finite-element nodes,
or 6-DOF frames, such as rigid body coordinates. The position of each skin
vertex (qv) is calculated as a weighted sum of contributions from each master
component:

qv = qv0 +
M∑
i=1

wifi(qm,qm0 ,qv0) (5.1)

where qv0 is the initial position of the skinned point, qm0 is the collective
rest state of the masters, wi is the skinning weight associated with the ith

master component, and fi is the corresponding blending function. For a point
master (such as a FE node) the blending function fi is the displacement of
the point. For frames (such as rigid bodies) fi is calculated by linear, or
dual-quaternion linear, blending. To provide two-way coupling between the
skinned mesh and articulators, the forces acting on the skin points are also
propagated back to their dynamic masters.

To create the skin, we initially segment the shape of the VT from the first
time-frame of cine MRI data (described in Section 4.1). The skin is attached
to and deforms along with the motion of the mandible rigid-body and tongue
FE model. We also restrict the motion of the VT to the fixed boundaries of
the maxilla and pharyngeal wall.
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5.1. Synthesis of Vowels in Running Speech

5.1.2 Time-Domain Acoustical Model

For our 1D acoustic analysis, we describe the VT with an area function
A(x, t), where 0 ≤ x ≤ L is the distance from the glottis on the tube axis
and t denotes time. We take a similar notion of Doel and Ascher (2008)
in defining the variables u(x, t) and p(x, t) as the scaled versions of volume-
velocity û and air density ρ̂, respectively:

u(x, t) = A(x, t)û/c (5.2a)

p(x, t) = ρ̂/ρ0 − 1 (5.2b)

where ρ0 is the mass density of the air and c is the speed of sound. We solve
for u(x, t) and p(x, t) in the tube using derivations of the linearized Navier-
Stokes equation (5.3a), and the equation of continuity (5.3b), subject to the
boundary conditions described in Equation 5.3c:

∂(u/A)

∂t
+ c

∂p

∂x
= −d(A)u+D(A)

∂2u

∂x2
(5.3a)

∂(Ap)

∂t
+ c

∂u

∂x
= −∂A

∂t
(5.3b)

u(0, t) = ug(t), p(L, t) = 0 (5.3c)

The right hand side of Equation 5.3a is the damping term, added to model
the frequency dependant wall-loss. It is beneficial to note that setting the
damping term to zero, and combining equations 5.3a and 5.3b together, yields
the classic simple wave equation (if A = 1) as in the following:

∂2u

∂t2
= −c2∂

2u

∂x2
(5.4)

For monochromatic waves of the form eiw(t−x)/c, the damping term in Equa-
tion 5.3a results in the following:

− [d(A) +D(A)w2/c2]u (5.5)

We follow Doel and Ascher (2008) in using d(A) = d0A
−3/2 and D(A) =

D0A
−3/2 with the wall loss coefficients d0 = 1.6 m/s and D0 = 0.002 m3/s,

to match previously reported hard-wall loss at frequencies 500 Hz and 2000
Hz; some more scaling was applied to these damping coefficients (×4 and
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5.1. Synthesis of Vowels in Running Speech

Figure 5.1. Intersecting planes superimposed on VT geometry at time t = ti (left),
vs. analog area function A(x, ti) and its schematic discretized representation, using
20 segments of equal length (right).

×8 depending on discretization factor) during implementation, in order to
yield the desired bandwidth. Figure 5.1 shows the intersecting planes used
to calculate a discretized area function representation of the VT geometry at
time t = ti.

In Equation 5.3c, ug(t) is the source volume velocity at the glottis. We couple
the VT to a two-mass glottal model (Ishizaka and Flanigan, 1972). We refer
to Doel and Ascher (2008) for full details of the implementation.

5.1.3 Results and Discussion

In this section, we first use the muscle activations calculated in the previous
chapter (Section 4.4) to run our models in the forward simulation scheme.
This time we add the skinned VT mesh to our models, to find the deformed
VT geometries in each time-frame. More information on the MRI data is
presented in Section 4.1. Figure 5.2 shows the mid-sagittal cut of the models,
superimposed on the image data in time-frames that correspond to /i/ and
/u/. The red arrows in the figure indicate the areas of mismatch that often
occur around the lips, velum, and epiglottis.

The mismatch occurs primarily because our VT model is based on segmen-
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5.1. Synthesis of Vowels in Running Speech

tations around the initial position of these structures, which, at times, is
different from what we see in the /i/ or /u/ time-frames.

Next, we fit a center-line to our VT geometries, and set up 20 planes, angled
normal to the center-line, that start from the lips and end at the epiglottis.
The intersection of these planes with the VT gives a discrete representation
of A(x, t) at any time (t) during the simulation. These area functions are fed
into the acoustic synthesizer in real-time, to generate sounds from which we
then calculate the formant frequencies (as the peaks of the spectrum).

As for the ground truth, we first look at the recorded audio signals, which
are available for three of our speakers (A, B, and D), while they repeat /@-
gis/ and /@-suk/, synced to the metronome in a lab environment. Figure 5.3
shows the acoustic profile and spectrum of a single repetition of /@-gis/, as
spoken by speaker B. The formant frequency is calculated at the mid-point
of the time interval associated with the vowel (here /i/). We average the
results over all repetitions of the utterance.

In addition, we extract the airway from the associated TF of the cine MRI
data (using the semi-manual segmentation tool ITK-SNAP by Yushkevich
et al. [2006]) to obtain the corresponding area functions that we later feed

/u
/ 
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/ə

-s
u
k
/ 

/i
/ 
in

/ə
-g

is
/ 

JPH

Speaker A Speaker B Speaker DSpeaker C

Figure 5.2. Deformed VT mesh (blue) superimposed on mid-sagittal cine MR
images at /i/ and /u/. The red arrows indicate the areas of mismatch.
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5.1. Synthesis of Vowels in Running Speech

Figure 5.3. The audio signal and spectra for one repetition of the speech utterance
/@-gis/, as spoken by speaker B. The formants are shown as red dots associated
with each time instant of audio, using Praat phoneme analysis software (Boersma
and Weenink, 2005).

into the acoustic synthesizer. The resultant formants provide a maximum
limit to the accuracy obtainable in our simulations – given the contrast and
resolution of the cine MRI data, and the fidelity of the acoustic synthesizer.

Table 5.1 shows the first three formants for both /i/ and /u/ in speakers
A-D, as calculated from our simulations, the audio signals, and cine MRI
images. Figure 5.4 represents the average values, and standard deviation of
these formants, to ease the overall comparison. Note that for both /i/ and
/u/, F1 is often higher in our simulations, compared to the audio signals.
The opposite happens for F2, where the simulations fall short. F3 shows a
mixed behaviour where it is noticeably lower than the audio in /i/ of speaker
A, and higher than the audio in /u/ of speakers B and D. Looking at cine
MRI measurements, we realize that, for /i/, the values of F2 are also lower
than the audio, with a large difference for /i/ of speaker D. For the same
case, F1 is unusually low in cine MRI.

We speculate that one reason for such discrepancies lies in the fact that our
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5.1. Synthesis of Vowels in Running Speech

Table 5.1. Formant frequencies (F1, F2, F3) of /i/ and /u/ in speakers A-D, as
computed from our simulations, audio signals, and cine MRI data (values are in
Hz).

Speakers Simulation Cine MRI Audio

/i/

A (317, 1652, 2613) (240, 1826, 3062) (243, 2264, 3077)

B (256, 1905, 3086) (267, 2055, 3012) (268, 2272, 3032)

C (327, 1600, 3091) (272, 1943, 3033) Not Available

D (424, 1871, 2886) (196, 2086, 2720) (347, 2675, 3032)

/u/

A (379, 1516, 2321) (373, 1699, 2771) (300, 1636, 2541)

B (311, 1698, 2696) (317, 1995, 2704) (333, 1814, 2317)

C (405, 1633, 2899) (371, 1859, 2842) Not Available

D (430, 1990, 2921) (321, 2440, 2836) (380, 2022, 2674)

dynamic MRI images provide incomplete VT visibility. In particular, due to
the fuzzy boundaries between the teeth and airway, we tend to exclude some
of the VT volume in the mouth opening (mostly between the teeth). The
low spatial resolution of the images also negates our efforts to extract the VT
posterior pharyngeal side branches. In addition, we notice that the average
length of the VT, as reported in the literature for adult speakers, is around
17cm. However, the longest airway extracted from our MRI images does not
exceed 14.5cm, leaving out a few centimeters around/below the epiglottis. If
these areas are not visible in the first TF of cine MRI sequence, our models
can not recover later. It is important to note that synthetic increase of the
VT length (i.e., as an independent parameter to the acoustic synthesizer)
lowers the value of the three formants, with greater effect on F2 and F3.
Such scaling of the center-line does not provide a solution though, since it
remaps the position of the intersecting planes to an arbitrary position that
no longer matches the image data.

The second hypothesis to explain discrepancies in Table 5.1 is that the 1D
implementation of Navier-Stokes equations, chosen here for the sake of real-
time simulations, does not capture the complexities of 3D VT geometry, and
is not enough for accurate calculation of the formant frequencies. We will
address this hypothesis in the next section, by comparing the methods to the
results of some 3D analysis.
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5.1. Synthesis of Vowels in Running Speech

In a separate experiment, we perform the acoustic analysis of our simulations
using two different resolution for our tongue models, as described in Chapter
3). FEreg is of lower resolution and matches the element configuration of
an standard generic model (Buchaillard et al., 2009), while FEfinal provides
a mixed-element alternative with higher resolution. We carry our analysis
on /i/ of speaker B, which, as shown in Table 5.1, demonstrates a better
match in formants with the cine MRI and audio data. The cine MRI value

Figure 5.4. Average formant frequencies for /i/ (top row) vs. /u/ (bottom row)
as computed from our simulations, audio signals, and cine MRI data.
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Figure 5.5. Simulation results for speaker B. A normalized area profile along the
VT for /i/ compared to the cine MRI at time-frame 17.

Table 5.2. Formant frequencies for the simulations using FEreg and FEmesh, com-
pared to the audio and cine MRI data for /i/ of speaker B.

Audio Cine MRI FEreg FEmesh

F1(Hz) 268 267 262 256

F2(Hz) 2272 2055 1905 1995

of F2, however, remains 9.5% less than the audio signal. Figure 5.5 shows
the normalized area profile along the VT at /i/ in our simulation, compared
to the cine MRI data. Both the FEreg and FEmesh tongue models are able
to capture the expected shape of the VT. Again, the noticeable mismatches
happen at the areas influenced by the lips, velum, and epiglottis. Table 5.2
compares the formant frequencies of our simulations using both the FEreg

and FEmesh for speaker B. Looking at F2, we notice that while FEmesh seems
to decrease the gap between the simulation and the ground truth (audio
and cine MRI), there is still a difference in values. This may be due to, (1)
the discrepancy between the manual segmentations performed at the 1st and
17th time frame of the cine MRI, or (2) the arbitrary nature of centre-line
extraction for 1D acoustic analysis. We will discuss the latter in more detail
in the next section.
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5.2. Synthesis of Sustained Vowels

These quantitative results suggest that FEreg and FEmesh do not show an
appreciable difference in acoustic performance for the simulation of the ut-
terance /@-gis/ using our source-filter based speech synthesizer (Doel and
Ascher, 2008). Thus we conclude that the ArtiSynth generic tongue model
(Buchaillard et al., 2009) provides sufficient resolution for modelling of this
utterance at such a level of acoustic fidelity and cine MRI resolution.

5.2 Synthesis of Sustained Vowels

In Section 5.1, we coupled a state-of-the-art 1D acoustic synthesizer to subject-
specific biomechanical models of the oropharynx, in order to generate sound
in real-time. As shown in Subsection 5.1.3, the formant frequencies computed
from the resultant acoustic signals are different from those of the audio signal.
One hypothesis to explain this difference is that 1D acoustic analysis cannot
capture the complex three dimensional shape of the VT, causing a discrep-
ancy in the spectrum. In this section, we further investigate this hypothesis
by running a series of experiments that aim to compare the results of 1D
and 3D acoustic analysis. We hope such comparison assists in clarifying the
limitations of our current models and/or speech synthesizer.

For the sake of comparison, we categorize the methods of acoustic analysis
into two classes. The first is time-domain analysis, in which the wave equation
is derived over time to generate sound. Finite Fourier transform (FFT) of
the output sound signal is then divided by the FFT of the source signal (at
the glottis) to yield the frequency spectrum of the filter (VT). We refer to the
peaks of the spectrum as formant frequencies. Examples of the time-domain
analysis are the acoustical models proposed by Doel and Ascher (2008) for
1D, and by Takemoto et al. (2014) for 3D analysis.

The second analysis is carried fully within the frequency domain. Since
time is absent from the equations, the VT is not moving, i.e. the vowels are
sustained. The VT transfer function (in frequency domain) is calculated by
solving the frequency analogy of the wave equation. We refer to the peaks of
the associated spectrum as resonance frequencies of the VT. Examples are
the 1D and 3D models suggested by Aalto et al. (2014) and Kivelä (2015).
Through the rest of this section, we explicitly use the terms formant and
resonance to refer to the time-domain and frequency-domain analysis.
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For our 3D analysis, we decided to follow Aalto et al. (2014) in calculating
the Helmholtz resonances of our VT geometries using the 3D finite element
method (FEM) analysis. The method is solely based on the shape of the VT
and, does not require any glottal source excitation; thus, far fewer parameters
need be adjusted, compared to a full 3D time-domain analysis, such as the
one by Takemoto et al. (2014). Solving the equations directly in the Fourier
domain simplifies the acoustical model by discarding any time-dependant
damping or loss (such as effects of the vibration of the VT wall). Further
simplification of the wave equations is also inevitable, in order to make math-
ematical derivations possible; however, the simulation runs close to real-time
in comparison with time-domain 3D methods – that can take up to several
hours for analysis of a single geometry (Takemoto et al., 2014).

5.2.1 Helmholtz Resonances

Assuming that the air flow in the VT is irrotational (∇ × v = 0), we can
define a velocity potential Φ(s, t) with

v = −∇Φ (5.6)

where we use vector s to denote the parameter of space in three dimensions.
Solving the wave equation for either the pressure field (P) or velocity field
(v) doesn’t necessarily provide a simple answer for the other. Solving for
Φ, on the other hand, yields v directly, from Equation 5.6, and P, from the
(linearized) Bernoulli equation for irrotational and unsteady flow:

P = −ρ∂Φ

∂t
(5.7)

The wave equation for the velocity potential is then summarized as follows:

∇2Φ =
1

c2

∂2Φ

∂t2
(5.8)

where∇2 is the Laplace operator. Making the velocity potential (in Equation
5.8) time-harmonic, by setting Φλ(s, t) = Re{Φλ(s)eiλt}, Equation 5.8 can
be rewritten as

∇2Φλ(s) +
λ2

c2
Φλ(s) = 0 (5.9)
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an eigenvalue problem that is, in terms of mathematics, considerably easier
to solve than the wave equation. Using Equation 5.9, the vowel resonances
are calculated by finding the eigenvalues (λ), and their corresponding velocity
potential eigenfunction Φλ from the Helmholtz resonance problem:

c2∇2Φλ + λ2Φλ = 0 on Ω (5.10a)

Φλ = 0 on Γ1 (5.10b)

αλΦλ +
∂Φλ

∂ν
= 0 on Γ2 (5.10c)

λΦλ + c
∂Φλ

∂ν
= 0 on Γ3 (5.10d)

where Ω ∈ R3 is the air column volume, and ∂Ω is its surface – including
the boundary at the mouth opening (Γ1), the air-tissue interface (Γ2) and
a virtual plane above glottis (Γ3). ∂Φλ

∂ν
denotes the exterior normal deriva-

tive. Note that the Dirichlet boundary condition in Equation 5.10b simplifies
the model by regarding the mouth boundary as an idealized open end of an
acoustic tube, therefore neglecting lip radiation loss. The value of α regulates
the energy dissipation through tissue walls, and the case α = 0 corresponds
with hard, reflecting boundaries. We calculate the numerical solution of
Equation 5.10 with the Finite Element Method (FEM) using piecewise linear
shape functions and approximately 105 tetrahedral elements. The imaginary
parts of the eigenvalues (in the ascending order) yeild Helmholtz resonances
(HR1,HR2, ...) of the VT air column in increasing order of frequency. We
refer to Aalto et al. (2014) and Kivelä et al. (2013) for details of the imple-
mentation.

5.2.2 Webster Resonances

We also derive a 1D interpretation of Equation 5.8 in order to calculate what
we will refer to as Webster resonances (WR). This will allow investigation
of acoustical differences between equations 5.3 and 5.10, independently from
the dimensionality (1D vs. 3D) of the solution. To do so, we compute the
averages of the 3D solution in tube cross-sections. If Φ is a solution to
Equation 5.8, then such an average will be denoted by

Φ(s, t) =
1

A(s)

∫
Γ(s)

Φ dA (5.11)
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where scalar s is the implicit parameter denoting points on the centre-line,
and Γ(s) is the normal cross-section at s. For the sake of simplicity, the
area of this cross-section is considered to be circular – i.e., A(s) = πR(s)2.
The Webster equation is obtained after a lengthy derivation, as described by
Lukkari and Malinen (2012):

(
1

c2Σ(s)2

∂2Φ

∂t2
) +

2παW (s)

A(S)

∂Φ

∂t
− 1

A(s)

∂

∂s
(A
∂Φ

∂s
) = 0 (5.12)

Here Σ denotes the sound speed correction factor that depends on the cur-
vature of the VT (κ(s)) as follows:

Σ(s) = (1 +
1

4
η2(s))−1/2 with η(s) = R(s)κ(s) (5.13a)

W (s) = R(s)
√
R′(s)2 + (κ(s)− 1)2 (5.13b)

By setting Φλ(s, t) = Re Φλ(s)eiλt as before, the time-harmonic Webster
equation can be written as follows:

(
λ2

c2

1

Σ2
+ λ

2παW

A
)Φλ =

1

A

∂

∂s
(A
∂Φλ

∂s
) on [0, L] (5.14a)

λΦλ − cΦ
′

λ = 0 at s = 0 (5.14b)

Φλ = 0 at s = L (5.14c)

Note that equations 5.3 and 5.12 both solve the so called Webster equation
in 1D, but with different derivations: Equation 5.12 assumes that the centre-
line is a smooth curve whose curvature affects the speed of sound in the VT,
while Equation 5.3 assumes that the centre-line is piecewise linear. We refer
to Kivelä (2015) for details of the implementation and parameter values.

The 1D approach suffers from ambiguity in the area functions, due to the lack
of a uniquely definable centre-line for the 3D VT surface meshes. Different
centre-lines have different acoustic lengths. This is a source for formant error
not directly related to the Webster model itself, but the geometry process-
ing it requires. In an effort to better compare the Webster and Helmholtz
resonances, we linearly scale the length of the VT centre-line so that the

98



5.2. Synthesis of Sustained Vowels

/a/ /e/ /o//i/

Figure 5.6. VT geometries extracted from MRI data (Aalto et al., 2013).

three lowest Webster resonances coincide in average with the correspond-
ing Helmholtz resonances from the same VT configuration. We use only
the three lowest resonances because they are purely longitudinal and, hence,
accounted for by the Webster model. After scaling, the acoustic length is
corrected based on Helmholtz model. The results (SR) are expected to take
away the systematic discrepancy between resonances from 1D and 3D acous-
tics.

5.2.3 Results and Discussion

For the simulations in this section, we use static MRI images acquired with
a Siemens Magnetom Avanto 1.5 T scanner. A 12-element Head Matrix
Coil, and a 4-element Neck Matrix Coil, allow for the Generalize Auto-
calibrating Partially Parallel Acquisition (GRAPPA) acceleration technique.
One speaker, a 26-year-old male, was imaged while he uttered four sustained
Finnish vowels. The MRI data covers the vocal and nasal tracts, from the
lips and nostrils to the beginning of the trachea, in 44 sagittal slices, with an
in-plane resolution of 1.9mm. Figure 5.6 shows the VT surface geometries
extracted from MRI data using an automatized segmentation method (Aalto
et al., 2013). Note the greater detail captured in these geometries compared
to those extracted from dynamic MRI (in Section 5.1), especially below the
epiglottis, at the posterior pharyngeal side branches, and between the teeth.

Figure 5.7 shows the first two formant/resonance frequencies, computed for
the four Finnish vowels. Webster formants (WF ) are calculated by solving
Equation 5.3, as suggested by Doel and Ascher (2008). Helmholtz (HR) and
Webster resonances (WR) are obtained from equations 5.10 and 5.14, respec-
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Figure 5.7. Simulation results for first and second formant/resonance frequencies
for different vowels: Helmholtz resonances (HR), Webster resonances (WR) and
their scaled version (SR), Webster formants (WF ) and formants from audio signal
(AF ).

tively (Aalto et al., 2014). SR denotes the scaled version of WR, as described
in Subsection 5.2.2. The figure also includes the formant frequencies (AF )
computed from audio signals recorded in an anechoic chamber (Aalto et al.,
2014). The values are averaged over 10 repetitions of each vowel utterance.

As we can see in Figure 5.7, the resonance values (HR, WR and SR) lie close
together for vowels /i/ and /e/, with SR being closer to HR, as expected. For
vowels /o/ and /a/ there is more difference in the first resonances of HR and
WR; For /o/, although SR lies closer to HR, its first resonance is surprisingly
low. For all of the vowels in Figure 5.7, the second formant of the audio is less
than the computed results. This finding contradicts our results in Table 5.1,
where second Webster formants from cine MRI of /i/ are consistently lower
than the values from the audio signals. The vowel /i/ is expected to be very
sensitive to glottal end position, which, in turn, suggests the significance of
adequate MRI resolution and accurate geometry processing for its spectral
analysis.
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Interestingly, the Webster formants (WF ) remain closer to the audio formants
(AF ) than any of the resonances in the case of /i/, /e/, and /a/. For /o/ the
distance to the AF is almost equal for WF and HR, with both having similar
values for the second formant/resonance; however, the first HR is lower, and
the first WF is higher, than the first AF .

The time-domain Webster analysis (Doel and Ascher, 2008) accounts for
the VT wall-vibration phenomenon that is missing in the resonance analy-
sis. This is done by substituting A(x, t), from equation 5.3, with A(x, t) +
C(x, t)y(x, t): where C(x, t) is the slow-varying circumference and y(x, t) is
the wall displacement governed by a damped mass-spring system. Setting
y(x, t) to zero, the Webster formants move along the arrows in Figure 5.7,
reducing in their first formants. This moves the WF closer to the HR as both
acoustical models now ignore the wall vibration. Meanwhile, WF moves
away from the audio formants in the case of /i/, /e/, and /a/. The distance
between WR and WF remains large, despite the fact that both acoustical
models solve the Webster equation. The results imply that 3D Helmholtz
analysis is more realistic than its 1D Webster version, as expected.

Overall, our experiments suggest that the time-domain interpretation of
acoustic equations provides more realistic results – even if it requires reduc-
ing from 3D to 1D. This may be partially due to the fact that time-domain
analysis allows for more complexity in the acoustical model such as inclusion
of lip radiation and wall loss. Certainly unknown parameters always remain
(such as those involved in glottal flow, coupling between fluid mechanics and
acoustical analysis, etc.), which are estimated indirectly, based on observed
behaviour in simulations.

It should be noted that our experiments are solely based on data from a
single speaker. A larger database – inclusive of more speakers from different
genders and languages – is needed in order to confirm the validity/generality
of our findings.

5.3 Conclusions

In this chapter, we have investigated the acoustics of speech production. In
Section 5.1 we enable acoustical synthesis of the vowel phonemes, based on
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data-driven simulations of our speaker-specific biomechanical models. We
model the VT as an air-tight skin mesh that deforms, along with the ar-
ticulators. We then use a standard acoustic synthesizer (Doel and Ascher,
2008) that generate sounds, based on a 1D representation of VT geometries.
Comparison of the formant frequencies of generated sounds, with those from
the audio signals and cine MRI data, demonstrates discrepancies. We spec-
ulate that low contrast and resolution of dynamic MR images contribute to
these results. In addition, our deformed VT often suffers from a mismatch
with images in the regions around the epiglottis, soft-palate, and lips (whose
biomechanical models were not included).

In Section 5.2 we look at the sustained vowels in order to experiment with a
3D, frequency-based analysis of the VT (Aalto et al., 2014). We mainly seek
to investigate if such analysis (performed in 3D) would yield more accurate
results than the 1D Doel-Ascher synthesizer. This time, we use the VT sur-
face geometries extracted from the high resolution static MRI of one Finnish
speaker uttering four sustained vowel phonemes. Our results suggest the ad-
vantage of time-domain over the frequency-domain analysis, as the Webster
formants (Doel and Ascher, 2008) lie closer to the formants of audio signals
than the Helmholtz resonances (Aalto et al., 2014).

We believe in effective coupling of biomechanical and acoustical models of
the oropharynx, in order to provide a better understanding of speech produc-
tion. A system that is capable of providing a mapping from activation units
to articulatory movements and sound, would greatly assist with speech reha-
bilitation planning. To accomplish this, several challenges on each side should
be addressed. The speaker-specific biomechanical models should include the
epiglottis, velum, and face, to produce accurate VT deformations. In addi-
tion, the accuracy of the models (and their simulations) depends highly on
the resolution and contrast of dynamic medical images. On the acoustical
side, 3D time-domain analysis of the VT is still impractical, but greatly antic-
ipated, for real-time simulations. In addition, biomechanical and acoustical
methods should move from generic parameter-tuning to meet the needs of
speaker-specific models. This necessitates further advances in data measure-
ments from the oropharyngeal structures. An example of this is audio and
image recording from the subglottal area, in order to enable synthesis of con-
sonant phonemes. A high-resolution MRI depiction of muscle fibers could
also be used to adjust the tongue model – especially for the pathological
anatomy.
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Chapter 6

Conclusions

This dissertation develops methods for subject-specific modeling and simu-
lation of the oropharynx, with direct applications to speech research. Driven
by a clinical need for better understanding of speech biomechanics, we en-
able investigation of inter- and intra-speaker variability in speech produc-
tion, based on medical imaging data. To do so, we incorporate, develop and
evaluate methods that address several challenges to data processing, mesh
generation, data-driven simulation, and acoustical modeling.

In Chapter 3 we first design a real-time, click-based expert-interaction scheme
for a mesh-to-image registration method, in order to delineate the tongue
surface from volumetric MR images. To accomplish this, we use a shape
matching algorithm, driven by gradients of intensity profiles, in the direction
normal to surface mesh. Confined to the segmented surface, we then gen-
erate a hexahedral-dominant mesh that bears the desired spatial resolution
and mesh quality. Using the Mesh-Match-and-Repair registration method,
we augment our mesh with biomechanical information embedded in a stan-
dard, generic tongue model, while permitting adjustments to muscle fiber
definition. We finally couple our FE tongue models to rigid-body models of
the mandible, maxilla and hyoid, and successfully perform forward simula-
tions that comply with the literature.

In Chapter 4 we perform data-driven simulations of our subject-specific mod-
els in order to investigate inter- and intra-speaker variability in muscle acti-
vation patterns. We derive our inverse simulations using tissue trajectories
extracted from tagged- and cine-MRI data (subject to damping and regu-
larization constraints that compensate for muscle redundancy and system
instability). This is the first time that such comprehensive, quantified tissue-
point motion has been used to drive an oropharyngeal, biomechanical model.
Our simulations lead to a novel interpretation of the data itself, by distin-
guishing between the active and passive muscle shortenings, and identifying
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the co-contraction of antagonist muscles where no regional shortening is ob-
served.

Next, we generate sound by coupling our biomechanical models with a 1D
standard acoustic synthesizer. A vocal tract skin mesh translates the motion
of the articulators to deformations of an airtight airway. Such deformations
update the extracted centre-line and area profiles, and alter the synthesized
sound accordingly. Using the recorded audio as our ground truth, we ex-
tend our experiments to 3D methods, and identify the sources of inaccuracy
in computed formant frequencies. Our attempts show promise in linking
acoustical and biomechanical models for speech research.

6.1 Concluding Remarks

By moving from generic to speaker-specific models, we fill a gap that ex-
ists between the oropharyngeal medical images and the biomechanical mod-
els of articulatory motion. We demonstrate that the current technology
for super-resolution reconstruction of cine- and tagged-MRI provides ade-
quate information for building and data-driven simulation of speaker-specific
oropharyngeal models. We carry such transition (from data to individual-
ized models) by facilitating MRI processing and FE meshing. In particular,
we demonstrate significant improvement in time efficiency using our tongue
segmentation method, and allow adjustability in mesh configurations of our
FE tongue models.

Our inverse simulations prove beneficial in investigating motor control vari-
ability across speakers. Looking at the laminal and apical /s/ in four healthy
English speakers, we indicate dominant use of the genioglossus muscle, with
its posterior portion being more active than the anterior when /s/ follows
/i/. The reverse is true when /(s)/ precedes /u/. We also find the anterior
digastric muscle, as well as the inferior-lateral pterygoid muscle, to be the key
active muscles of the jaw and hyoid during /s/. Our results do not indicate
any substantial difference between activation patterns in apical and laminal
/s/ types, confirming the hypothesis that the associated variations in tongue
shape are more attributable to palate constraint. In addition, we are able
to verify the theories of motor control that suggest multiple functionally-
distinct segments throughout key muscles of the tongue. Our results show
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variety in activation mainly through the genioglossus, but less through ver-
ticalis and transverses muscles. Such speaker-specific simulations provide
abundant opportunities for testing, modifying, and validating the theories of
speech strategy across the population.

Finally, we introduce a platform to generate sound, based on the predicted
biomechanics. The accurate and realistic synthesis of speech phonemes proves
challenging, and falls outside of the scope of this study; nevertheless, our at-
tempts set the stage for a unified framework, in which the articulators are
driven (based on the medical data) to generate a particular sound. We show
that synthesized vowels suffer from ambiguity in vocal tract representation
for 1D acoustical models, and require higher MRI resolution for 3D meth-
ods. The results also show sensitivity to the generic – and often conventional
– parameter-tuning performed for acoustical models, in order to generate a
realistic sound.

6.2 Future Work

I suggest potential improvements and future work at the end of each chapter,
but now would like to highlight a few directions from a global perspective.

To improve our subject-specific modeling and simulation framework, I rec-
ommend including models of other oropharyngeal organs, such as the velum,
uvula, epiglottis and lips (upon which the shape of the vocal tract depends).
Due to the small size of these organs, such modeling would require MR im-
ages of higher resolution and contrast. For larger scale models, such as the
face, I recommend implementing FE registration methods that work directly
with MRI images (rather than surface meshes) to eliminate the burden of
segmentation.

Our modeling and simulation framework would certainly benefit from a more
comprehensive set of medical data. CT images remove the complexity of bone
segmentation; jaw optical tracking can increase the reliability of inverse simu-
lations. Other biomechanical measurements, such as maximum jaw exertion
force, could help with tuning each speaker-specific model. A more in-depth
post processing of tagged MRI data could enable tracking of each individual
muscle in the tongue. The results might be used for validation of inverse
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simulations, or be incorporated into a muscle-based (as opposed to a point-
based) inverse simulation scheme, ensuring a more meaningful averaging of
tagged MRI tracking data. In addition, a higher resolution MRI is (deemed
to be) necessary for enabling 3D acoustical analysis.

The vocal tract skin mesh, which is used to link our biomechanical models to
their acoustical counterparts, could benefit from methods that allow changes
in the topology of the airway (such as shortening or discontinuity). This
feature might come in handy where the biomechanical models of teeth and
face are present, and could prove essential for modeling highly deformed or,
at times, isolated air cavities in the mouth.

Lastly, I recommend that a generic tongue model incorporate a higher reso-
lution representation of muscle fibers, using fibers extracted from digitization
of the cadaver tissue. Such a model, when adapted to speaker data, would re-
quire faster computation methods. Experiments with mesh-less elastic mod-
els, instead of FE, could reduce simulation time; however, some technical
difficulties (such as ambiguity in definition of a unique attachment site) need
to be addressed accordingly. It would also be beneficial to compare the
accuracy of such simulations against FE models and image data in speech
production.
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Appendix A

Oropharyngeal Muscles

A.1 Tongue Muscles

The human tongue is unique in the body. The structure that resembles it
most closely is the heart, since both are composed entirely of soft-tissue;
but, the tongue typically moves at 10 times the rate of the heart. Tongue
muscle architecture is considerably more complex than heart muscle, which
allows the tongue to be extremely versatile: chewing requires that it throws
food onto the teeth; some languages utilize it in the pronunciation of over
150 phonetic sounds; and every time we inhale the genioglossus posterior
contracts in order to keep the pharynx open.

The tongue is a perfect muscular hydrostat, meaning it has no skeleton and
no sack. It is composed entirely of soft tissue. There are two definitive
features associated with muscular hydrostats: they have orthogonal muscle
orientation, and they are volume preserving. Compression in one location
means expansion in another, and motion is accompanied by deformation.

The tongue consists of 100 laminae (alternating layers of orthogonal fibers),
enabling complex deformations. The hypoglossal nerve (CN XII) supplies
motor fibres to all the muscles of the tongue – except the palatoglossus mus-
cle, which is innervated by the vagus nerve (CN X). These nerves arise from
the hypoglossal nucleus (of the caudal brain stem), which includes about
13,000 motoneurons (O’Kusky JR and Norman, 1995). It is possible that ev-
ery one of these has independent control, potentially enabling very complex
deformations. The complex muscle fiber direction is compatible with local-
ized innervation of muscle fibers.The implication lies in localized control, not
control of muscle compartments.

Previously, extrinsic muscles of the tongue were thought to move the tongue
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A.1. Tongue Muscles

Figure A.1. Lateral and sagittal cross-section views of the tongue, denoting extrin-
sic muscles (underlined). c©Elsevier, Drake et al. (2010), adapted with permission.

as a rigid body, while intrinsic muscles would fine tune tongue shape into
a minimal deformation. Today we know that both extrinsic and intrinsic
muscles participate in the movement and deformation of the tongue.

A.1.1 Extrinsic Muscles

The extrinsic muscles of the tongue originate on the bones outside the tongue,
and insert into the tongue surface. Extrinsic muscles, as shown in Figure A.1,
are named for origin and insertion: genioglossus (GG), hyoglossus (HG),
styloglossus (STY) and palatoglossus (PG). The suffix glossus refers to the
tongue. Fibers are located very laterally, back to front (SG, HG, PG), or
very medially, front to back (GG), and mostly interdigitate with the intrinsic
muscles.

The genioglossus (GG) originates from the mandibular symphysis, and in-
serts into the mid-line tongue surface, excluding the tip, in a fan shape. Here,
the prefix genio refers to the greek word for chin. The genioglossus anterior
(GGA) depresses the anterior tongue; and the genioglossus posterior (GGP)
pulls the posterior of the tongue forward. GG is the major muscle responsible
for protruding the tongue.

The hyoglossus (HG) originates from the hyoid bone (hence the prefix hyo),
and inserts into the posterior tongue, interdigitating with the transverse, and
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A.1. Tongue Muscles

Figure A.2. Posterior views of tongue muscles with horizontal and vertical cut-
away, denoting intrinsic tongue muscles (underlined). c©Elsevier, Drake et al.
(2010), adapted with permission.

along the lateral margin to the tip, inserting along its length. It retracts and
depresses the tongue.

The styloglossus (STY) arises from the styloid process of temporal bone
(hence the prefix stylo), and like the HG, inserts into the posterior tongue,
interdigitating with the transverse muscle, and along the lateral margin to
the tip, inserting along its length. It retracts and elevates the tongue, pulling
it up and back.

The palatoglossus (PG) originates from the oral surface of the soft palate
(hence the prefix palato), and spreads into the lateral tongue, where some
of its fibers interdigitate with the transverse muscle. The PG elevates the
posterior tongue, during swallowing, in order to close the oropharyngeal isth-
mus.

A.1.2 Intrinsic Muscles

The intrinsic muscles of the tongue originate and insert within the soft tis-
sue of the tongue. Fibers course lengthwise or crosswise, and interdigitate
mostly with other muscles. Intrinsic muscles are named for direction of their
fibers: superior longitudinal(is) (SL), inferior longitudinal(is) (IL), verti-
cal(is) (VERT) and transvers(e/us) (TRANS). Figure A.2 shows the intrinsic
muscles in mid-sagittal and mid-coronal cross-cuts of the tongue.
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A.2. Jaw and Hyoid Muscles

The superior longitudinal (SL) originates at the tongue tip, and inserts into
the posterior surface, above the hyoid. Its activation shortens the tongue
while elevating and curling the tip.

The inferior longitudinal (IL) originates from the tongue blade, and inserts
into the posterior surface, above the hyoid and below the SL. Its activation
shortens the tongue while depressing and curling the tip.

The verticalis (VERT) arises at the upper surface of tongue, and inserts into
the upper surface of the IL and ventral surface of the tongue. Its activation
flattens and widens the tongue; it also protrudes the tongue if activated
alongside with the TRANS.

The transversus (TRANS) originates from the median septum, and inserts
into the upper lateral surface of the tongue. It narrows and lengthens the
tongue.

A.2 Jaw and Hyoid Muscles

The human jaw (the bone structure at the entrance of the mouth) is articu-
lated by the motion of its lower section (mandible), while its upper section
(maxilla) is mostly fixed into the skull. The hyoid bone is a small, u-shaped
bone distantly anchored to the skull; it supports tongue motion by provid-
ing attachments to the HG as well as mouth floor muscles. The muscles of
the jaw and hyoid insert into (or originate from) the mandible. Figure A.3
identifies the attachment sites of each muscle on the mandible.

The jaw muscles (the masseter, temporalis, medial pterygoid and lateral
pterygoid) are shown in Figure A.4. They are all inverted by the mandibular
division (V3) of the fifth cranial nerve. The lateral pterygoid is the only
muscle from the four to open the jaw, while the bilateral activation of the
others results in jaw closing.

A.2.1 Jaw Closers

The medial pterygoid (MP) is a thick quadrilateral, originating from above
the medial surface of the lateral pterygoid plate (deep head), as well as
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A.2. Jaw and Hyoid Muscles
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Figure A.3. The insertion sites of jaw, and hyoid muscles, on the mandible. Public
Domain. Adapted from Health, Medicine and Anatomy Reference Pictures, 2013.

the maxillary tuberosity, and the pyramidal process of the palatine bone
(superficial head). Passing downward, lateral and posterior, the fibers insert
into the internal surface of the ramus, and down to the angle of the mandible.
When activated, the MP muscle elevates the mandible, and closes the jaw.

The masseter is a strong mastication muscle that parallels the medial ptery-
goid. The superficial head of the masseter (SM) originates from the zygo-
matic process of the maxilla, and the zygomatic arch; it inserts into the angle
and ramus of the mandible. The deep head of the masseter (DM) arises from
the lower border and medial surface of the zygomatic arch. Its fibers pass
downward and forward to insert into the upper half of the ramus. At its
insertion, the masseter joins the MP to form a common sling, allowing for
powerful jaw elevation. The temporalis closes the jaw and pulls the mandible
back. It arises from the temporal fossa and the deep part of temporal fascia,
and inserts within the coronoid process of the mandible. If the entire muscle
contracts, the main action is to elevate the mandible and raise the lower jaw;
however, the contraction of the posterior, by itself, retracts the mandible.

A.2.2 Jaw Openers

The lateral pterygoid is the only jaw muscle that protrudes the mandible,
hence opens the jaw. Its superior head (SP) arises from the sphenoid bone,
and inserts onto the capsule of the temporomandibular joint; its inferior head
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A.2. Jaw and Hyoid Muscles

Figure A.4. Illustration of the jaw muscles (underlined) inserting into the mandible
c©Elsevier, Drake et al. (2010), adapted with permission.

(IP) arises from the lateral pterygoid plate, and inserts onto the condyloid
process.

Other jaw openers include the muscles of the mouth floor, as illustrated in
Figure A.5. The geniohyoid (GH) originates from the back of the mandibular
symphysis and inserts on the anterior surface of the hyoid body. It depresses
the mandible, and opens the jaw (if the hyoid is kept in position), or it pulls
the tongue body forward and up by elevating the hyoid (if the hyoid is not
stabilized).

The mylohyoid (MH) is a flat, triangular muscle arising from the mandibular
and inserting to the hyoid. Here, the prefix mylo refers to the Greek word for
molar. The MH forms the muscular floor of the oral cavity and has similar
action to the GH.

Figure A.5 also shows some of the suprahyoid muscles. The digastric is a
narrow muscle that includes two bellies. The anterior belly of the digastric
(AD) arises from the lower border of the mandible, and closes to the symph-
ysis. It opens the jaw and pulls the tongue body forward and up, if the hyoid
bone is not stabilized. The posterior belly of the digastric (PD) originates
at one end from the mastoid process of the temporal bone; at the other end,
it forms a tendon that attaches to the hyoid. The digastric muscle shows
action similar to the GH.
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A.2. Jaw and Hyoid Muscles

Figure A.5. Frontal view of the submandibular and neck muscles, denoting muscles
of the mouth floor (underlined). c©Elsevier, Drake et al. (2010), adapted with
permission.
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              THE INTERNATIONAL PHONETIC ALPHABET (revised to 2005)
CONSONANTS (PULMONIC)

´

A Å

i y È Ë ¨ u

Pe e∏ Ø o

E { ‰ ø O

a ”
å

I Y U

�Front�                       Central                           �Back

Close

Close-mid

Open-mid

Open

Where symbols appear in pairs, the one 
to the right represents a rounded vowel.

œ

ò

Bilabial Labiodental Dental Alveolar Post alveolar Retroflex Palatal Velar Uvular Pharyngeal Glottal

Plosive p  b t  d Ê  ∂ c  Ô k  g q  G /
Nasal m µ n = ≠ N –
Trill ı r R
Tap or Flap     v |  «
Fricative F  B f   v T  D  s   z S  Z ß  Ω ç  J x  V X  Â ©  ? h  H
Lateral
fricative Ò  L
Approximant √ ®  ’ j ˜
Lateral
approximant l   ¥ K

Where symbols appear in pairs, the one to the right represents a voiced consonant. Shaded areas denote articulations judged impossible.

CONSONANTS (NON-PULMONIC)

SUPRASEGMENTALS

VOWELS

OTHER SYMBOLS

Clicks Voiced implosives Ejectives

> Bilabial ∫ Bilabial ’ Examples:

˘ Dental Î Dental/alveolar p’ Bilabial

! (Post)alveolar ˙ Palatal t’ Dental/alveolar

¯ Palatoalveolar ƒ Velar k’ Velar

≤ Alveolar lateral Ï Uvular s’ Alveolar fricative

 " Primary stress

 Æ Secondary stress

ÆfoUn´"tIS´n
 … Long              e…
 Ú Half-long       eÚ

  * Extra-short     e*
˘ Minor (foot) group

≤ Major (intonation) group

 . Syllable break    ®i.œkt
   ≈  Linking (absence of a break)

          TONES AND WORD ACCENTS
       LEVEL CONTOUR

e _or â Extra
high e

ˆ

 or ä     Rising

e! ê   High e$ ë     Falling

e@ î   Mid e% ü High
rising

e~ ô   Low efi ï Low
rising

e— û Extra
low e&  ñ$ Rising-

falling

Õ Downstep ã Global rise

õ Upstep Ã Global fall

© 2005 IPA

 DIACRITICS     Diacritics may be placed above a symbol with a descender, e.g. N(
  9 Voiceless                n9    d9   ª Breathy voiced      bª  aª   1 Dental                     t 1 d1
  3 Voiced                 s3  t 3   0 Creaky voiced       b0  a0   ¡ Apical                     t ¡ d¡
 Ó Aspirated             tÓ dÓ   £ Linguolabial          t £   d£      4 Laminal                  t 4 d4
  7 More rounded     O7  W Labialized             tW dW   ) Nasalized                      e)
  ¶ Less rounded      O¶  ∆ Palatalized            t∆  d∆  ˆ Nasal release                dˆ
  ™ Advanced           u™  ◊ Velarized              t◊  d◊  ¬ Lateral release              d¬
  2 Retracted            e2  ≥ Pharyngealized     t≥   d≥  } No audible release        d}
     · Centralized         e·  ù Velarized or pharyngealized      :
  + Mid-centralized  e+   6 Raised                  e6         ( ®6    = voiced alveolar fricative)

  ̀ Syllabic              n`   § Lowered              e§       ( B§  = voiced bilabial approximant)

  8 Non-syllabic       e8   5 Advanced Tongue Root          e5
 ± Rhoticity             ´± a±   ∞ Retracted Tongue Root           e∞

∑    Voiceless labial-velar fricative Ç Û Alveolo-palatal fricatives

w    Voiced labial-velar approximant   » Voiced alveolar lateral flap

Á     Voiced labial-palatal approximant Í Simultaneous  S  and   x
Ì     Voiceless epiglottal fricative

 ¿      Voiced epiglottal fricative
Affricates and double articulations
can be represented by two symbols

 ÷      Epiglottal plosive
 joined by a tie bar if necessary.
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