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Abstract—Tagged magnetic resonance imaging has been used
for decades to observe and quantify motion and strain of
deforming tissue. It is challenging to obtain three-dimensional
(3D) motion estimates due to a tradeoff between image slice
density and acquisition time. Typically, interpolation methods
are used to either combine two-dimensional motion extracted
from sparse slice acquisitions into 3D motion, or construct a
dense volume from sparse acquisitions before image registration
methods are applied. This paper proposes a new phase-based
3D motion estimation technique that first computes harmonic
phase volumes from interpolated tagged slices and then matches
them using an image registration framework. The approach
uses several concepts from diffeomorphic registration with a key
novelty that defines a symmetric similarity metric on harmonic
phase volumes from multiple orientations. The material property
of harmonic phase solves the aperture problem in optical flow
and intensity-based methods. A harmonic magnitude volume is
used in enforcing incompressibility in the tissue region. The
estimated motion fields are dense, incompressible, diffeomorphic,
and inverse-consistent at a 3D voxel level. The method was
evaluated using simulated phantoms, human brain data in mild
head accelerations, human tongue data during speech, and an
open cardiac dataset. The method shows comparable accuracy
to three existing methods, while demonstrating major advantages
in preventing tag fading, increasing noise robustness, reducing
processing complexity, and improving computation speed.

Index Terms—Motion, 3D, tagged MRI, phase, registration,
incompressible.

I. INTRODUCTION

THE analysis of biological motion using medical imaging
techniques has been an important topic of research for

both clinical and scientific purposes. Its application ranges
from cardiac imaging [1], [2] to studies in speech and swal-
lowing [3] to analysis of brain motion in traumatic injuries [4],
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[5], etc. Tagged magnetic resonance (MR) imaging is a widely
used technique for quantifying soft tissue motion [6], [7]. It
places temporary markers (tags) in the tissue of interest that
move and deform together with tissue during motion. Many
methods for estimating two-dimensional (2D) tissue motion
and strain from the deformed tag patterns have been proposed
in the past, including tag line tracking [8], [9], tag intersection
tracking [10]–[12], and pixel-wise tracking using harmonic
phase or Gabor filters [13]–[16] etc.

While measuring 2D motion alone might be sufficient
in some applications, knowledge of three-dimensional (3D)
motion is necessary or highly desirable in others. Methods to
measure 3D motion from densely-acquired tagged MR images
have been proposed in the past. They require an acqusition
of a large number of closely spaced image slices, which is
equivalent to direct acquisition of a dense 3D volume. In
this case, traditional 2D methods can be extended to 3D
and directly applied to compute the dense motion [17]–[20].
However, the large amount of time that it takes to acquire these
images makes this approach impractical for routine clinical or
scientific use. For this reason, most of the reported 3D motion
estimation methods have been focused on the use of sparse
collections of 2D images and 2D motion estimation followed
by interpolation in order to achieve 3D motion estimation.

Fig. 1 shows a typical imaging geometry for a sparse
acquisition of tagged MR images of the brain during mild
acceleration [5]. The slices are taken to cover the whole
brain but due to time constraints the slice spacing is large.
In each axial image plane, two sets of images are taken in
the same location, one with horizontal tags and the other with
vertical tags. In this way, the motion in the x and y directions
can be observed in these two sets. In order to record the z
motion, sagittal slices with horizontal tags are also acquired.
For each slice position, MR tags are placed at a reference
time and a sequence of images are acquired over time in
order to reveal the motion as a deforming tag pattern. Because
of the acquisition geometry, the available motion data are
sparse in the through-plane direction. Similar geometries are
used in both cardiac and speech studies. As a result, motion
features that are observed in the acquired image planes must
be interpolated in some way in order to observe dense 3D
motion.

Incompressibility is an important consideration in the esti-
mation of biological motions. For example, during a cardiac
cycle, the change in volume of the myocardium is less than
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Fig. 1: Illustration of the acquisition locations of tagged MR
image slices for 3D motion. A: anterior. P: posterior. L: left.
R: right. S: superior. I: inferior.

4% [21], [22], and the change in volume of the tongue during
speech and swallowing is even smaller [23]. Therefore, the
motion of muscles can be assumed to be incompressible [24].
In the study of brain motion under mild accelerations, there is
very little exchange of fluid in the ventricular system and the
total brain volume including the ventricles remains very nearly
constant [5]. Therefore, incompressibility can also be assumed
in studies of small brain motions under mild accelerations
created inside an MR scanner. In summary, motion estimation
in many organs requires the final dense estimated motion field
to be incompressible in order to represent the tissue’s true
physical property.

Previous works on 3D motion estimation from sparse imag-
ing geometries are quite varied. Some use finite element or
finite difference methods [25], [26], some use tag line tracking
based on 2D images [27], [28], some use spline interpo-
lation [27], [29]–[32], some use the organ’s biomechanical
properties [33], [34], and some are based on harmonic phase
tracking [31], [35]. More methods are summarized in the col-
lected works of [36]. A common limitation of these methods is
the problem of over-complexity. Because the computations are
typically limited to the organ of interest, a 3D segmentation
method is commonly required [25], [27], [29], [37]; this step
requires either human intervention or automated segmentation
algorithms [38] that increase the demand on processing time.
Moreover, in order to incorporate incompressibility, because of
the assumption of sparse imaging geometry, previous meth-
ods have been of the interpolation variety. The methods in
[39], [40] use divergence-free radial basis functions while the
methods in [31], [41] use smoothing vector splines seeking a
divergence-free velocity field that yield a nearly incompress-
ible deformation field when integrated. Unfortunately, vector
interpolation further increases processing complexity of these

methods, causing even days of processing time for one subject
with many temporal volumes.

On the other hand, in recent developments, intensity-based
methods have gradually become the major focus of tagged
motion estimation [42]–[47]. These methods directly aim at
matching intensity values between tagged voxels using optical
flow assumptions, and are straightforward to incorporate ad-
ditional desired properties. For example, extension of these
methods to focus on 3D motion estimation has been proposed
in [48]–[53]. The method in [54] directly tackles sparse
acquisition problem. There are also methods that addresses
incompressibility such as [55]. Specifically, image registration
algorithms based on dense imaging geometries can accom-
modate incompressibility in various ways. For example, the
widely-adapted diffeomorphic demons algorithm [56] has been
extended to include volume-preserving deformations [57], [58]
and applied to tagged intensity data. However, the common
premise of intensity-based methods—matching of intensity
values—is not robust to intensity variation and degenera-
tion [59]. Higher noise can easily affect their performance.
Also, tags are known to fade in later time frames with the T1

constant of the tissue. Previous experiments have shown failure
of intensity matching under tag fading [60]. Since phase values
are relative positions of the underlying sinusoidal pattern and
reflect the material property of the tissue, the use of phase
is preferred to counter these effects. There has been recent
work [61] on phase-based motion estimation, but properties
such as incompressibility were not incorporated. Despite the
number and diversity of previous approaches, there does not
yet exist a straightforward and highly effective phase-based
algorithm for estimating dense incompressible motions from
the sparse imaging geometries of tagged MRI.

In this paper, we propose a new phase-based method to
tackle this problem. The method first interpolates raw tagged
images onto a denser grid and then applies the harmonic
phase (HARP) method [14] to yield 3D harmonic phase
volumes. We use these volumes in a multichannel image
registration algorithm to track tissue points over time. The
image registration algorithm is based on iLogDemons [58],
but contains several key differences. First, to drive the reg-
istration process, we use a new symmetric harmonic phase
vector similarity metric. Second, to compensate for harmonic
phase wrapping, we incorporate a special phase interpolation
method. Finally, to enforce incompressibility only within tis-
sue regions, we use the harmonic magnitude image along with
the divergence-free velocity constaint of iLogDemons. We call
the proposed method PVIRA, which stands for Phase Vector
Incompressible Registration Algorithm. PVIRA was evaluated
using simulation, MR data from the human brain in rotation,
the human tongue in speech, and an open cardiac dataset [62].
We compared its result against three methods: 3D HARP
tracking, IDEA [31], and direct intensity registration. The
evaluations show better robustness to noise and tag fading
and a major reduction in computation complexity. PVIRA is
demonstrated to yield a nearly incompressible result and to
produce motion and inverse motion fields that are very nearly
inverse-consistent.

This paper is organized as follows. Section II.A discusses
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Fig. 2: Flow chart of the proposed method PVIRA. Asterisks
indicate steps involving special harmonic phase and magnitude
operations.

the interpolation of tagged slices. Section II.B presents the
HARP method and the production of phase volumes. Sec-
tion II.C briefly introduces the iLogDemons method and Sec-
tion II.D presents the new similarity metric used to drive the
velocity update process in PVIRA. Section II.E discusses the
interpolation and deformation of phase volumes and Section
II.F shows how incompressibility is incorporated. Section III
shows the experimental results on simulation and real data.
Section IV discusses the method and Section V concludes the
paper.

II. METHODS

The complete work flow of PVIRA is shown in Fig. 2.
Sparse tagged slices are processed with interpolation and
HARP filtering before the demons iteration loop for motion
estimation. Below we explain each step in detail.

A. Interpolation of Tagged Slices

We use tricubic b-spline interpolation [63] to produce an
arbitrarily dense 3D tagged volume with isotropic resolution,
as illustrated in Fig. 3. In this scenario, we let xs ∈ Z denote
the location from the set of points sampled by the sparsely
acquired sagittal slices Ia(xs) having horizontal tag planes.
These locations are shown as blue dots in Fig. 3(a). Since
horizontal tag planes in a sagittal acquisition are oriented in
the axial direction, subscript a is used in the notation Ia. We
denote points in the dense 3D grid by x, as shown using red
dots in Fig. 3(a). Tricubic b-spline interpolation then finds the
values Ia(x) by

Ia(x) =
∑
xs∈Z

c(xs)β
3(x− xs), (1)

where β3(x) is the cubic b-spline interpolation kernel
and c(xs) are the interpolation coefficients computed from
Ia(xs) [64]. Four interpolated saggital slices zoomed in on
the tongue region are shown in Fig. 3(c). In a similar fashion,

Fig. 3: Demonstration of interpolation of tagged slices on
tagged images of the tongue. (a) Spatial locations of acquired
samples (blue) and interpolated samples (red). (b) A tagged
sagittal tongue slice from acquisition. (c) Four interpolated
sagittal tongue slices with horizontal tags.

the two axial acquisitions (see Fig. 1) containing horizontal
and vertical tags can be interpolated onto the same 3D grid to
create the image Ic(x) having coronal tag planes and the image
Is(x) having sagittal tag planes. The output of interpolation
is a dense 3D volume in which each voxel has samples
of three tagged volumes where the tags (prior to motion)
are oriented in the three cardinal directions. This process is
repeated at each time frame, yielding a sequence of such
vectorized tagged volumes. Note that we pick an interpolated
resolution same as the acquired in-plane resolution, because
it would be imprudent to reduce the in-plane resolution to a
worse resolution than original, and a finer resolution would be
equally imprudent since that would increase computation time
with no improvement in underlying resolution.

B. Harmonic Phase Volumes

The HARP algorithm [14] is a benchmark phase-based
method to process tagged MR images. In this method, one of
the major harmonic peaks in the Fourier domain of a tagged
image slice is bandpass filtered (so-called HARP filtering)
to yield a complex-valued image (see Fig. 4) where motion
information is contained in the phase part (HARP phase) and
anatomical information is contained in the magnitude part
(HARP magnitude). While originally developed to analyze 2D
images, the HARP framework is valid in 3D and has been
previously used by Ryf et al. [17] to carry out 3D HARP
tracking to compute displacement fields from densely acquired
tagged images. We refer to this method as 3D HARP.

Following this strategy, our method performs HARP filter-
ing on the three interpolated tagged volumes Ia, Ic, and Is.
For example, for the volume Ia(x), the complex image after
HARP filtering can be denoted as

Ja(x) = Ma(x)ejΦa(x), (2)

where Ma(x) is the HARP magnitude volume and Φa(x) is
the HARP phase volume. The same notation applies for coro-
nally and sagittally tagged volumes, yielding Jc(x), Mc(x),
Φc(x), Js(x), Ms(x), and Φs(x).

C. iLogDemons

The registration framework of iLogDemons [58] is used as
the major structure for PVIRA. Summarized in Algorithm 1,
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Fig. 4: HARP processing of a tagged image. (a) A tagged
slice. (b) Harmonic peaks in the Fourier domain. (c) Harmonic
magnitude slice. (d) Harmonic phase slice.

iLogDemons is an iterative method alternating between force-
driven stepwise update and deformation field regularization.
Its result is an invertible motion field and incompressibility is
applied in the process. Suppose I0(x) is a fixed intensity image
and It(x) is a moving image, by minimizing the demon energy
||I0(x)− It ◦ exp(v(x))||2 +K||∇v(x)||2, an optimal update
velocity field δv(x) can be found. From [65], the symmetric
form of δv(x) is given by

δv(x) =
2(I0(x)− I ′t(x))(∇I0(x) +∇I ′t(x))

||∇I0(x) +∇I ′t(x)||2 +K(I0(x)− I ′t(x))2
, (3)

where I ′t(x) = It ◦ ψ(x) is the moving image deformed
with the current motion estimate ψ, and K is a normalization
factor. Note that the motion estimate ψ(x) = exp(v(x)) uses
the exponential map of a stationary velocity estimate v(x),
which is the main quantity that must be estimated in the “log
domain”.

Algorithm 1. iLogDemons Registration Algorithm

1. Set the initial velocity estimate v(x) to zero.
2. Compute the update velocity δv(x) using Eqn. (3).
3. Regularize δv(x) with a Gaussian kernel.
4. Compose v(x) with δv(x) using the BCH formula [58]

and set the result to be the new velocity estimate v(x).
5. Regularize v(x) with a Gaussian kernel.
6. Restrict incompressibility by solving Poisson’s equation
∇2p = ∇ · v(x) and setting v(x)−∇p as the new v(x).

7. Deform It(x) with exp(v(x)) to create a new moving
image I′t(x).

8. Go to Step 2. Repeat until convergence.
9. The motion estimate is ψ(x) = exp(v(x)) and the inverse

motion estimate is ψ−1(x) = exp(−v(x)).

D. Registration of Phase Volumes

A HARP phase value Φ(x) is in fact a true phase value
Θ(x) wrapped into the range of [−π, π), i.e.,

Φ(x) = W (Θ(x)) , (4)

where
W (Θ) = mod(Θ + π, 2π)− π . (5)

This is illustrated in Fig. 5. Since iLogDemons works only
with intensity images, its framework needs to be modified to

adapt to wrapped phase. Although phase unwrapping [66]–
[68] could potentially recover the true phase, it is known that
3D phase unwrapping is problematic [69]. Therefore, rather
than attempting to carry out global phase unwrapping, we
reformulate the required mathematical operations as follows.

The first operation is the calculation of phase difference,
for which we define a new “asterisked subtraction” operator
−∗. Consider two wrapped phases Φ1 = W (Θ1) and Φ2 =
W (Θ2). If the underlying true phases satisfy the condition
|Θ1 −Θ2| < π, then

Θ1 −Θ2 = Φ1 −∗ Φ2 = W (Φ1 − Φ2) . (6)

This implies that carrying out subtraction on observed har-
monic phases followed by an explicit re-wrapping will recover
the true phase difference if it is small enough. This condition
is satisfied in tissue motion when the tags do not deform more
than half a period, a condition that normally holds for tagged
MR acquisitions in the brain, tongue, and heart. We call this
a small motion condition. This is an assumption commonly
used in phase-based methods.

The second operation is the calculation of spatial gradi-
ent. The true gradient can be rigorously recovered from the
wrapped gradient with a mathematical trick denoted as a
“asterisked gradient” ∇∗ [14]:

∇Θ(x) = ∇∗Φ(x)

=

{
∇Φ(x), if |∇Φ(x)| ≤ |∇W (Φ(x) + π)| ,
∇W (Φ(x) + π), otherwise.

(7)
This procedure computes gradients on both the original phase
function and on the phase that has been shifted by π and
then re-wrapped. The correct gradient is the one with smaller
magnitude.

For the three pairs of HARP phase volumes, we redefine
the demons energy as

Et(v) = ||Φa0(x)− Φat ◦ ψ(x)||2 + ||Φc0(x)− Φct ◦ ψ(x)||2

+ ||Φs0(x)− Φst ◦ ψ(x)||2 +K||∇v||2,
(8)

where the subscripts 0 and t denote time frame number. Note
that the 0 subscript is only used to indicate a reference time
frame. It can be any previous time point, not necessarily the
very first one. Also note that all three pairs of phase volumes
with three tag directions are used simultaneously because each
pair provides a main motion component in the x, y, and z
directions, and we give equal weights to each because they
contribute equally. We follow an analogous strategy as that in
[56] to find the v(x) that minimizes Et. It yields the proposed
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update velocity field in the demons framework:

δv(x) = 2α0(x)/(α1(x) + α2(x)/K) ,where
α0(x) = (Φa0(x)−∗ Φ′at(x))(∇∗Φa0(x) +∇∗Φ′at(x))

+ (Φs0(x)−∗ Φ′st(x))(∇∗Φs0(x) +∇∗Φ′st(x))

+ (Φc0(x)−∗ Φ′ct(x))(∇∗Φc0(x) +∇∗Φ′ct(x)) ,

α1(x) = ||∇∗Φa0(x) +∇∗Φ′at(x)||2

+ ||∇∗Φs0(x) +∇∗Φ′st(x)||2

+ ||∇∗Φc0(x) +∇∗Φ′ct(x)||2 ,
α2(x) = (Φa0(x)−∗ Φ′at(x))2 + (Φs0(x)−∗ Φ′st(x))2

+ (Φc0(x)−∗ Φ′ct(x))2 .
(9)

Note that Φ′at, Φ′st, and Φ′ct are Φat, Φst, and Φct deformed
with current ψ (see next section). The metric used is similar
to previous multi-channel image registration metrics [70], but
is specifically adapted to HARP phase. In particular, the
difference and gradient operations have been modified to deal
with phase wrapping.

E. Deformation of Phase Volumes

Now we discuss the deformation of Φat, Φst, and Φct using
the current motion estimate ψ(x) at each demons iteration
step. Since interpolation is used to find sub-voxel values of
the deformed phase, the effect of phase wrapping must also
be considered. As illustrated in Fig. 5 for a one-dimensional
example, suppose the phase value at sub-voxel location x0

needs to be found from the known phases Φ(x1) and Φ(x2)
at two neighbor voxels x1 and x2. Linear interpolation would
give Φ̂(x0) = (Φ(x2) − Φ(x1))(x0 − x1)/(x2 − x1). In this
case the value Φ̂(x0) equals the real phase Θ(x0) because no
wrapping is involved. The situation is different at location y0,
however. In this case, since Φ(y2) has been wrapped from
the true value Θ(y2), (Φ(y2) − Φ(y1))(y0 − y1)/(y2 − y1)
yields the wrong result, while the correct value is computed
by unwrapping Φ(y2) to Φ(y2) + 2π.

To provide a correct phase interpolation we first note that
(Φ(y2) + 2π) − Φ(y1) = W (Φ(y2) − Φ(y1)). Whenever an
abnormal phase difference greater than 2π is caused by wrap-
ping, under the small motion condition (see previous section),
the abnormal difference must be a jump of ±2π. Because of
this fact, the error can be removed by re-wrapping the phase
difference. Therefore, when deforming phase volumes and
using interpolation in each of the three x, y, and z directions,
every phase subtraction must be computed with wrapping, i.e.,

Φ̂(y0) = W (
y0 − y1

y2 − y1
· (Φ(y2)−∗ Φ(y1))) . (10)

F. Incorporation of Incompressibility

In iLogDemons [58], incompressibility is enforced at every
iteration by computing the “divergence part” of the velocity
and removing it, i.e., solve Poisson’s equation ∇2p = ∇·v(x)
to find the conservative (curl-free) part vd(x) = ∇p and
update the velocity by v(x)−vd(x). In PVIRA, since only the
tissue region is incompressible, we normalize the previously
generated HARP magnitude volumes Ma(x), Mc(x), and

Fig. 5: Linear interpolation of wrapped phase values.

Ms(x) to the range between [0,1] and use their mean M(x)
as a weighted mask to specify the region of incompressibility.
The velocity is then updated according to Eqn. (11) which
enforces incompressibility only in the tissue region where
M(x) ≈ 1.

v(x)←− v(x)−M(x)vd(x) . (11)

Since HARP magnitude is computed simultaneously with
HARP phase, this strategy removes the requirement of a
manual or automated segmentation step, as is often required
in other tag tracking approaches. Also, in the condition of
tag fading, since the magnitude is normalized, unless the tags
completely fade to zero, the incompressible constraint is not
affected.

PVIRA is summarized in Algorithm 2. Novel steps com-
paring to iLogDemons are marked with asterisks.

III. EXPERIMENTS AND RESULTS

A. Simulation of Brain and Tongue Deformation

Since true motion of human data is difficult to find, simu-
lation is important to evaluate PVIRA’s performance. In this
first experiment, we simulated deformations of the brain in a
rotation and the tongue in speech. Note that these simulations
aimed to produce variations in the amount of displacement,
motion type, tag condition, and noise level. The modeling of
more realistic subject-specific biomechanical motions requires
more complex techniques and is not the focus of this current
work.

For the brain, a 64 × 64 × 64 volume was generated with
1.0 mm voxel resolution and 10.0 mm tag period. To represent
the gelatin phantom used in [5], the tissue exists on a cylinder-
shaped region with a circular cross-section in the x-y plane and
is isometric in the z direction. Synthetic displacement fields
were generated by a finite element simulation (COMSOL
v4.3, COMSOL Multiphysics, Burlington, MA) of a nearly-
incompressible soft material (11.2 cm diameter, 18 cm long,
Youngs modulus E = 5000, Poissons ratio ν = 0.49).
The outer boundary of the cylinder was subjected to a half-
sinusoidal angular acceleration pulse. Simulated displacements
were x-y in-plane rotations around the center, as shown in
Fig. 6(a). This increasing rotation lasted for 18 time frames
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Algorithm 2. Phase Vector Incompressible Registration
Algorithm (PVIRA)

1*. Interpolate tagged images using Eqn. (1) to get three sets
of tagged volumes.

2*. Apply HARP filtering using Eqn. (2) on every volume
to get HARP phase and HARP magnitude volumes.

3. Set the initial velocity estimate v(x) to zero.
4*. Compute the update velocity δv(x) using Eqn. (9).

Difference and gradient computations must follow
Eqns. (6) and (7).

5. Regularize δv(x) with a Gaussian kernel.
6. Compose v(x) with δv(x) using the BCH formula and

set it to be the new v(x).
7. Regularize v(x) with a Gaussian kernel.
8*. Enforce incompressibility using Eqn. (11).
9*. Deform Φat, Φst, and Φct with exp(v(x)) to compute

a new Φ′at, Φ′st, and Φ′ct. Sub-voxel interpolation must
follow Eqn. (10).

10. Go to Step 4. Repeat until convergence.
11. The motion estimate is ψ(x) = exp(v(x)) and the

inverse motion estimate is ψ−1(x) = exp(−v(x)).

and yielded a 4.8 mm maximum displacement, satisfying the
small motion condition. At every time frame, the motion field
was used to deform horizontally and vertically tagged synthetic
volumes. Fig. 6(d) shows the x-y cross section of the simulated
tagged volumes before and after deformation at one time
frame. These volumes were processed with PVIRA, yielding
a motion estimate shown in Fig. 6(b) and its magnitude of
error from the truth shown in Fig. 6(e). For PVIRA, we
chose the smoothing parameter in Step 7 as zero and that
in Step 5 as σ = 6. This specific selection will be justified
in a following experiment. The errors of internal voxels are
all less than 0.2 mm. Fig. 6(c) shows the simultaneously
generated inverse field and Fig. 6(f) is the magnitude of error
when the inverse field was compared with PVIRA’s motion
estimate when the two input time frames’ order was reversed
(testing inverse-consistency). Fig. 6(g) shows the Jacobian
determinant of this cross section (Jacobian ≈ 1 indicates
incompressibility). All the above figures are shown at time
frame 10 (max displacement 2.8 mm). Besides this particular
frame, the estimation error from the truth of all 18 time frames
are box-plotted in Fig. 6(h), where center bars indicate the
median with a 25 and 75 percentile box. All medians are less
than 0.1 voxel. The outliers are errors at the boundary such as
the red spots in Fig. 6(e).

For comparison, 3D HARP, IDEA, and a direct iLogDemons
intensity registration were also tested with the same simula-
tion. 3D HARP required no parameter selection. For IDEA,
since sparse dataset needed to be created first, we removed
two slices out of each three slices from generated dense
volumes to simulate a sparse acquisition resembling our ex-

Fig. 6: Test of PVIRA on simulated brain rotations. (a)
Simulated truth at time frame 10 (max displacement 2.8 mm).
(b) Estimated motion. (c) Estimated inverse motion. (d) Sim-
ulated tags. (e) Magnitude of estimation error. (f) Inverse-
consistency error. (g) Jacobian determinant of motion estimate.
(h) Estimation error of all time frames. Center bar = median.

perimental sparsity condition. For iLogDemons, we used the
same smoothing parameters as PVIRA. All methods provided
reasonable results visually similar to the truth. We computed
the magnitude of error, composed inverse and forward mo-
tions to test inversion quality, tested inverse-consistency, and
computed the Jacobian determinant of all four methods over
all time frames. The resulting statistics are listed in Table I,
including the average execution time for each time frame. The
mean estimation error of IDEA was slightly higher than the
other methods, but all were under 1/10 voxel. Note that for
inverse motion, since PVIRA and iLogDemons automatically
provided an inverse field, we used an extra step of a fixed
point method [71] to numerically compute the inverse of 3D
HARP and IDEA. This extra step was fast, taking 0.6 s/frm
on average. The inversion errors are around the same level
(Table I), but PVIRA and iLogDemons showed slightly better
inverse-consistency. Lastly, although only 3D HARP is not
an incompressible method, its Jacobian determinant was also
close to 1 because the simulated rotation field was essentially
incompressible and 3D HARP provided a close estimation. But
its local incompressibility fluctuated, causing a larger standard
deviation. This simulation demonstrated that both PVIRA and
iLogDemons contain all the properties of HARP and IDEA
while maintaining an accuracy close to both, and are much
faster. All experiments are performed on an Intel Core i5
2.29GHz, 8 GB memory, and 64-bit Windows computer.

Since PVIRA and iLogDemons showed similar perfor-
mance, in order to compare the use of phase to the use of
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TABLE I: Brain Rotation Simulation Test Result (errors are
in voxels and time is in seconds)

HARP IDEA Intensity PVIRA

Estimation Err 0.06± 0.06 0.08± 0.07 0.07± 0.07 0.07± 0.06

Inversion Err 0.11± 0.13 0.12± 0.13 0.13± 0.14 0.13± 0.14

Inv-consist Err 0.12± 0.09 0.15± 0.13 0.10± 0.05 0.10± 0.05

Jacobian 0.98± 0.14 1.00± 0.05 1.00± 0.03 1.01± 0.03

Time/frm 144 527 79 89

Fig. 7: Comparison of PVIRA and intensity registration. (a)
Stationary tagged image and faded tags at 88%. (b) Box-
plotted error magnitude under different tag fading levels.
Center bar = median. Circle = mean.

intensity, we established a tag fading experiment to specifically
test the two methods. We modified the previous simulation
as follows. While the first time frame was kept stationary
and undeformed, the remaining 17 time frames used the same
amount of displacement (maximum rotation of 4.8 mm) from
the above experiment. However, from time frame 2 to 17,
the magnitude of the generated sinusoidal tag pattern linearly
decreased from 1 to 0, yielding a sequence of deformed tagged
images with low contrast. An example at time frame 15 with
88% tag fading was shown in Fig. 7(a). The estimation results
from PVIRA and intensity iLogDemons were compared with
the truth, and Fig. 7(b) shows the boxplotted error magnitudes
at all tag fading levels. An immediate observation is that all
PVIRA results are the same, because harmonic phase is not
a property affected by tag fading. Unless the tags completely
faded to zero (at the last frame) leaving no harmonic peak, the
matching of phase by PVIRA kept the same good accuracy.
However, iLogDemons was unable to match the faded intensity
values to the correct position, yielding motion estimates with
insufficient amount of magnitude and growing errors as tags
continued to fade. In this scenario, the use of phase showed a
clear advantage over intensity methods.

Next, we tested the effect of noise on motion estimation.
Normally distributed Gaussian noise was added to the brain
rotation simulation. We tested ten scenarios when the noise
energy was raised step-wisely from 0.1 to 1.0 (by increasing
Gaussian variance) so that the signal to noise ratio (SNR)
decreased from 20 to 0 (see Fig. 8(b)). An example of tagged
volumes at SNR = 8 and max displacement of 2.8 mm are
shown in Fig. 8(a). The estimated motion fields from three
phase-based methods (PVIRA, HARP, and IDEA) and direct
intensity registration were compared with the truth, and results
from both PVIRA and intensity registration were closer to the
truth due to the contribution from their internal regularization.

Fig. 8: Brain rotation simulation with noise. (a) Tagged images
with noise (SNR = 8 and with 2.8 mm max displacement).
(b) Box-plotted error magnitude under different noise levels.
Center bar = median. Circle = mean.

The magnitude of error at all SNR levels is boxed-plotted
in Fig. 8(b). Although the error increases rapidly as noise
increases, PVIRA’s error stays lower than the other three
methods in all circumstances: both its mean and median
are lower and it has fewer numbers of outliers. Note that
iLogDemons also benefited from its regularization property
and out-performed HARP and IDEA, but the inconsistent
noisy intensities still affected its performance more than
PVIRA. In this simulation, PVIRA is more robust to noise
than all the other methods (a student t-test on all noise levels
indicated p < 0.01).

Next, we studied parameter selection of the level of smooth-
ness of PVIRA’s regularization Gaussian kernel. The current
algorithm does not contain an automatic parameter optimiza-
tion mechanism, and therefore the smoothing parameters must
be manually specified. Steps 5 and 7 of Algorithm 2 are two
regularizations of PVIRA both implemented using Gaussian
smoothing. Here we kept the smoothing in Step 7 as zero and
examined the effect of changes in the Gaussian kernel variance
in Step 5. We tested the ten previous SNR levels ranging
from 0 to 20. With each SNR level, different regularization
parameters were used with Gaussian kernel variance set to 0,
2, 4, 6, 8, 10, and 12—from zero to strong regularization.
PVIRA was applied with all parameters and all noise levels
and the mean estimation error was computed and plotted in
Fig. 9. Since the generation of noise was random, in order to
increase sample size, for each noise level the entire experiment
was repeated twenty times, each with a new random noise, and
Fig. 9 shows the mean of all repetitions. Apparently, when
the noise level is high, the estimation error is reduced with
stronger regularization (σ = 12). However, this also causes
over-smoothing when the noise level is low, reducing accuracy
in return. According to Fig. 9, a σ value of 6–8 is well-
balanced, reducing error under high noise while keeping a
lower error under low noise. In the experiments below we used
σ = 6. We emphasize that keeping a zero smoothing parameter
was only to simplify the selection experiment. However, from
our observations in using PVIRA, either of the two parameters
was able to achieve a proper level of smoothing. Therefore,
making another parameter selection experiment for the other
parameter is also justifiable.

All brain rotation simulations focused on the estimation
of x-y motion and were homogeneous in the z direction.
Therefore, we simulated tongue motions containing larger
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Fig. 9: PVIRA estimation error with different regularization
and noise levels. σ is the standard deviation of the regularizing
Gaussian kernel.

amount of displacements in all three directions. We simulated
a forwardly-protruding tongue motion by interpolating nodal
displacement results from a forward finite element simulation
under muscular activation onto a 60×40×50 grid in ten time
frames. The model geometry was derived from the ArtiSynth
biomechanical modeling toolkit [72], [73], and was solved
using the FEBio software suite [74]. Material coefficients
were manually adjusted to generate displacements similar
to the magnitude expected in a live subject and to enforce
incompressibility. We performed the same tests as in the brain
simulation by using all four methods first and then computed
their estimation error, inversion and consistency error, and
Jacobian determinant. An example of one axial slice and one
sagittal slice is shown in Fig. 10 with a 6.8 mm maximum
displacement. In this simple motion when the tongue tip was
protruding forward and downward, the tongue was using x
and z motion to expand forward while using y motion to
compress from left and right. Fig. 10(c) shows the result of
three phase-based methods. Proper estimates were made within
the body of the tongue, but 3D HARP and IDEA suffer from
stronger boundary effects. In Fig. 10(b), all methods show
strong boundary effects, and IDEA also shows more planar
artifacts inside the tongue body because of its vector-spline
interpolation process based on 2D motion estimation.

Table II lists the statistics of all four methods over all time
frames. The extra fixed point step for 3D HARP and IDEA
took 0.8 s/frm on average and was counted in. PVIRA is more
accurate on average and has less variance than the other two
phase-based methods. IDEA is less accurate due to the artifacts
from sparse data. PVIRA also shows better inverse consistency
and faster speed. Also, IDEA and PVIRA are both more in-
compressible than 3D HARP. Since this simulation had neither
noise nor tag fading, intensity iLogDemons demonstrates a
similar level of accuracy comparing to PVIRA.

B. Estimation of Brain Motion in Mild Accelerations

To characterize brain biomechanics in vivo during an angu-
lar acceleration, a controlled mild rotation was generated in
each of three healthy volunteers. Each subject, lying down in
a Siemens 3.0T mMR Biograph scanner (Siemens, Munich,
Germany), was constrained with a head rotation device that
accelerates the head towards the left shoulder [5]. In repeated

Fig. 10: Test of PVIRA on simulated tongue protrusion. (a)
Tagged slices with three tag directions (max displacement
6.8 mm). (b) Estimation error of three phase-based methods.
(c) Simulated motion and estimated motion from three phase-
based methods.

TABLE II: Tongue Protrusion Simulation Test Result (errors
are in voxels and time is in seconds)

HARP IDEA Intensity PVIRA

Estimation Err 0.19± 0.81 0.21± 0.69 0.12± 0.20 0.13± 0.17

Inversion Err 0.15± 0.26 0.14± 0.23 0.12± 0.10 0.12± 0.12

Inv-consist Err 0.15± 0.17 0.18± 0.20 0.10± 0.04 0.09± 0.03

Jacobian 1.05± 0.55 1.00± 0.11 1.00± 0.05 1.00± 0.07

Time/frm 112 627 102 107

motions, tagged images were acquired with a SPAMM pulse
sequence into sparse parallel slices covering the brain region
and spanning across 12 time frames (resolution: 1.5 mm in-
plane and 8.00 mm through-plane). On axial slices, horizontal
and vertical tags were used to capture left–right motion
and anterior–posterior motion. Then the remaining superior–
inferior motion was captured with horizontal tags on sagittal
slices (see Fig. 11(g)). Considering the existence of noise and
tag fading in real data, we only applied phase-based methods
of 3D HARP, IDEA, and PVIRA to estimate 3D motion at
every time frame. Two examples of a subject’s motion estimate
at time frame 3 (strongest left rotation) and time frame 7
(strongest right rotation) are shown in Figs. 11(a) to 11(f).
Visually, the three estimates are similar. We also computed the
Jacobian determinant to check incompressibility (see Fig. 11(i)
for example). Since 3D HARP with phase tracking is closer
to the actual HARP measurements except at the boundaries,
when the true motion is unknown, to compare the performance
between the two incompressible methods (PVIRA and IDEA),
we used 3D HARP as a reference and computed the two
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Fig. 11: Brain mild acceleration motion estimation. (a)–(c)
Time frame for max counter-clockwise rotation. (d)–(f) Time
frame for max clockwise rotation. (g) Tagged axial and sagittal
slices. (h) Estimation difference from HARP. Colorbar ranges
from 0 to 0.5 as in the previous figures. (i) Jacobian deter-
minants. (j) Histogram of difference from HARP using IDEA
and PVIRA. Note: cones are used to visualize motion fields
where cone length indicates magnitude and cone color follows
conventional diffusion imaging scheme (red = left–right, green
= anterior–posterior, blue = superior–inferior).

TABLE III: Brain Acceleration Motion Estimation Results

HARP IDEA PVIRA

HARP Difference (mm) 0 0.84± 1.80 0.62± 1.24

Jacobian Determinant 1.11± 0.82 1.01± 0.27 1.01± 0.26

Runtime per Frame (min) 4.9 141.6 4.7

methods’ differences from it (see Fig. 11(h) for example).
We plotted the normalized histogram of the two differences in
Fig. 11(j). PVIRA had more voxels that had smaller difference
and its mean difference was also smaller than that of IDEA.
Especially, this was the case for all 33 volumes of the three
human subjects. We conclude that PVIRA result is closer to
HARP than IDEA (student t-test on all volumes indicated
p < 0.05). The mean difference, Jacobian determinant, and
average computing time for all 33 volumes are shown in
Table III.

C. Estimation of Tongue Motion in Speech

To capture the tongue’s deformation in speech, a controlled
speech task was performed by two healthy subjects. In a
Siemens 3.0T mMR Biograph scanner under a CSPAMM
pulse sequence, the subjects repeatedly spoke a designed
utterance “a souk” following a rhythm, where forward motion

Fig. 12: Tongue motion estimation in speech. (a)–(c) Time
frame for max forward motion. (d)–(f) Time frame for max
upward motion. (g) Tagged axial and sagittal slices. (h) Esti-
mation difference from HARP. Colorbar ranges from 0 to 0.5
as in the previous figures. (i) Histogram of difference from
HARP using IDEA and PVIRA.

happened at time frames leading to /s/ and upward motion
happened at time frames leading to /k/. The entire motion
cycle happened within one second and 26 time frames were
captured into tagged slices covering the tongue region [75].
The data resolution is 1.88 mm in-plane and 6.00 mm through-
plane. On sagittal slices, horizontal and vertical tags were
used to capture superior–inferior motion and anterior–posterior
motion. Then the remaining left–right motion was captured
with vertical tags on axial slices (see Fig. 12(g)). We used 3D
HARP, IDEA, and PVIRA to estimate the motion at every time
frame for the two subjects. Excluding time frame 1, a total
of 50 volumes was evaluated. Two examples of a subject’s
motion estimate at time frame 8 (strongest forward motion)
and time frame 18 (strongest upward motoin) are shown in
Figs. 12(a) to 12(f). In the tongue motion, the boundary effect
of 3D HARP was stronger than that of the brain. We also
computed the difference from HARP using the other two
methods (see Fig. 12(h) for example) and its histogram is
plotted in Fig. 12(j). The PVIRA result is also closer to HARP
than IDEA for all 50 volumes from two subjects (student t-
test on all volumes indicated p < 0.05). The mean difference,
Jacobian determinant, and average computing time for 50
volumes are shown in Table IV.

D. Cardiac Data Tracking Validation

Finally, we applied the four methods on an open cardiac
dataset described in [62]. The volunteer data on myocardial
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TABLE IV: Tongue Motion Estimation Results

HARP IDEA PVIRA

HARP Difference (mm) 0 1.63± 1.70 0.97± 1.48

Jacobian Determinant 1.21± 1.83 1.00± 0.37 1.00± 0.21

Runtime per Frame (min) 0.3 9.1 0.3

Fig. 13: Magnitude of volunteers’ cardiac landmark tracking
errors using HARP, IDEA, intensity registration, and PVIRA.
Center bar = median. Circle = mean.

tissue tracking was used to evaluate the performance of
3D HARP, IDEA, intensity registration, and PVIRA. In the
myocardium, 24 landmarks were manually tracked by each
volunteer to be considered as reference. These landmarks were
also tracked by the motion fields produced by each estimation
method. Fig. 13 shows the boxplotted landmark tracking errors
for all volunteers at all time frames. Both the mean and median
of PVIRA are lower than the other methods. While IDEA has
the largest error, intensity registration shows a similar level
of performance to HARP, but has slightly higher error than
PVIRA (student t-test indicated p < 0.05).

IV. DISCUSSION

Without noise or tag fading, PVIRA demonstrated a similar
degree of accuracy to 3D HARP, IDEA, and iLogDemons
intensity registration. However, 3D HARP has no regulariza-
tion or other physical constraints and should be considered a
baseline method. Regarding IDEA, to achieve the same final
estimation as other methods, 2D tracking, 3D super-resolution
reconstruction, and 3D image segmentation are needed that
require multiple preprocessing steps. In our experiments, these
steps took on average about 3 hours per real subject. Also, to
estimate inverse motion, numerical methods require extra pro-
cessing steps and can cause numerical errors on the boundary.
Furthermore, the execution time of IDEA was much slower
than PVIRA due to its multi-step divergence-free vector spline
process. Eventually, IDEA took days to process all subjects
while PVIRA took hours. In noise simulations, PVIRA showed
great robustness over the other two phase-based methods.
Helped by its internal regularization, PVIRA results on the real
data were also visually smoother. From Figs. 11(h) and 12(h),
planar-shaped artifacts can be observed in IDEA estimation
due to its use of sparse slices. However, PVIRA starts the
estimation with a dense interpolation and does not suffer from

these artifacts. This also explains the reason that PVIRA is
closer to HARP than IDEA because both PVIRA and HARP
are volume-based processing methods.

On the other hand, direct iLogDemons intensity registration
showed a similar level of simplicity and accuracy to PVIRA
in most cases. Moreover, it requires no phase computation or
phase unwrapping manipulation and seems more straightfor-
ward. However, it can be affected greatly by tag fading and
noise. Especially, the real data we used in our brain experiment
and speech experiment showed a tag fading amount of around
90% in one second’s acquisition time when comparing the last
time frame to the first time frame. From Fig. 7, this level of
tag fading can yield a mean error of around 2.5 voxels, while
PVIRA stays unaffected at a less than 0.5 voxel error. Also,
in real cases, since the tagged images we acquired typically
have good SNR (greater than 20), from Fig. 8, we can see that
both PVIRA and intensity methods are at their highest level
of performance and not affected much. We can conclude that
practically, considering the major impact of tag fading and
potential effect of noise, phase methods are preferred over
intensity methods.

Comparing to other phase-based methods, we also note
two extra advantages of PVIRA that are not discussed in-
depth in this work: 1) PVIRA has the capability to estimate
motion on all tissue regions covered by tags instead of being
restricted to the segmented region as is required by IDEA. This
provides potential for advanced motion studies on neighboring
tissues or organs. 2) PVIRA enables direct computation of
motion between any two time frames. Especially, the so-called
“running displacements” between two consecutive time frames
can be particularly interesting to speech experts. However,
since methods such as IDEA require its estimated motion to be
with respect to the time frame when the tags are flat (i.e., time
frame 1), direct running motion computation is not possible.

In most of the shown results, boundary effects are present.
We first clarify they are mainly due to the use of previously
available binary masks on the tissue of interest in all of our
experiments. The reasons for applying such masks are 1)
for better visualization and 2) to speed up all of our tests.
On the other hand, in regions such as tissue-air boundary,
PVIRA can indeed suffer from more boundary effects. A
potential solution is to compute extra boundary deformations
in a separate process and incorporate them into the estimation
pipeline, as proposed in work [41]. Moreover, additional
hidden parameters’ optimization needs to be studied, e.g., the
effect of two regularization steps can be further explored to
prevent over-smoothing, and the impact of coarser or finer 3D
tag interpolation resolutions can be studied to better balance
accuracy and efficiency. Automatic parameter selection with
prior knowledge could be a potential direction for improve-
ment.

V. CONCLUSION

We proposed a novel phase-based method PVIRA to process
tagged images for motion estimation. A new velocity update
specifically designed to interpolate phase volumes was used,
yielding an estimate that is dense, diffeomorphic, incompress-
ible, and inverse-consistent. Compared with existing methods,
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PVIRA demonstrated comparable accuracy, showed strong
robustness against noise and tag fading, greatly simplified the
processing work flow, and was much faster to execute. More
importantly, PVIRA addresses the phase tracking problem in
the context of incompressible registration, which has not been
well-explored in majority of previous works.
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