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ABSTRACT

Statistical modelling of tongue motion during speech using cine magnetic resonance imaging (MRI) provides key information about the relationship between structure and motion of the tongue. In order to study the variability of tongue shape and motion in populations, a consistent integration and characterisation of inter-subject variability is needed. In this paper, a method to construct a spatio-temporal atlas comprising a mean motion model and statistical modes of variation during speech is presented. The model is based on the cine MRI from 22 normal speakers and consists of several steps involving both spatial and temporal alignment problems independently. First, all images are registered into a common reference space, which is taken to be a neutral resting position of the tongue. Second, the tongue shapes of each individual relative to this reference space are produced. Third, a time warping approach (several are evaluated) is used to align the time frames of each subject to a common time series of initial mean images. Finally, the spatio-temporal atlas is created by time-warping each subject, generating new mean images at each time, and producing shape statistics around these mean images using principal component analysis at each reference time frame. Experimental results consist of comparison of various parameters and methods in creation of the atlas and a demonstration of the final modes of variations at various key time frames in a sample phrase.

1. Introduction

The human tongue is a highly complex and poorly understood muscular structure that is essential for speaking and swallowing. Due to the interleaved organisation of its muscles, the tongue can create highly variable motions using multiple intrinsic and extrinsic muscles without the benefit of a skeleton, making it unique among body systems. Despite the capability for variation, there must be common tongue motions in different individuals when they say the same word since the sound produced is easily recognisable in most cases. Currently, however, there has been no recognised methodology or framework to study the average motion of the tongue and as well as its variability in a population of speaking subjects. If such a framework – e.g. a 4D spatio-temporal atlas – were to exist, then it becomes possible to quantitatively characterise both the normal variability of tongue motion, perhaps due to variations in shape of the oral cavity, as well as abnormal motion of patients who have undergone treatment for tongue cancer or have other diseases that affect tongue motion such as aphasia caused by brain injury or neurodegenerative disease.

Magnetic resonance imaging (MRI) has been vital to the visualisation of the internal structures of the tongue, for characterisation of the dynamics of vocal tract shape during speech and for identifying structural and motion abnormalities resulting from disease. For instance, cine MRI or real-time MRI shows tongue surface motion through either 3D acquisitions during repeated speech utterances (Stone et al. 2010) or in a 2D real-time fashion (Narayanan et al. 2004; Fu et al. 2015). In addition, tagged MRI (Parthasarathy et al. 2007) allows us to observe internal tissue point motion, thereby detailing our understanding of the role of internal muscles during speech. Further, recent advances in various MRI methods have accelerated new advances in image and motion analyses such as segmentation of the tongue (Lee et al. 2014; Harandi et al. 2015) and internal muscles (Ibragimov et al. 2015), internal motion tracking (Parthasarathy et al. 2007), motion clustering (Woo et al. 2014) and registration (Kim et al. 2014; Woo, Stone, et al. 2015) for various applications.

Despite the popularity of statistical modelling of structure and function in other body systems (e.g. the brain (Avants et al. 2011; Serag et al. 2012), the heart (De Craene et al. 2011) or the lung (Ehrhardt et al. 2011), research on the development of tongue and vocal tract statistical atlases is still in its infancy. Recently, for example, the first vocal tract atlas and statistical model were published in Woo, Lee, et al. (2015), where structural MRI from normal subjects were used to build the atlas and principal component analysis (PCA) was used to show inter-subject variability. Recently, we presented a first-ever spatio-temporal atlas of the tongue during speech (Woo, Xing, et al. 2015), a result that was obtained using a preliminary version of the methods described in this paper. Here, we describe in detail several improvements to the method along with new validations and demonstrations, including the use of PCA to analyse the
statistics of tongue shape across 22 subjects carrying out the same speech task (the phrase ‘a geese’). Figure 1 illustrates the proposed approach, where we formulate a spatial and temporal alignment problem independently by finding the minimum distance on diffeomorphisms using the atlas of the reference time frame and the time warping method.

The remainder of this paper is organised as follows. In Section 2, prior work on 4D statistical modelling of motion is reviewed. In Section 3 the proposed method using groupwise registration and time alignment is presented. Section 4 explains the validation method followed by the experimental results on numerical simulations and in vivo cine MRI of the tongue. Section 5 provides a discussion, and Section 6 concludes this paper.

2. Related work

A 4D atlas is a representation of the changes in anatomical structure of an object over time (Liao et al. 2012). It becomes a 4D statistical atlas when it also represents the differences within a population of subjects. As they are typically constructed from a population of normal subjects, 4D atlases can be used to detect abnormalities by measuring the variation of a subject (not used in the construction of the atlas) relative to the variations contained in the atlas (Serag et al. 2012). They can also serve as a prior information for the segmentation and registration of anatomical structures (Lorenzo-Valds et al. 2004). Methods to construct 4D atlases have been recently reported in the literature; examples include 4D atlas construction for the heart (Chandrashekara & Rao 2003; Duchateau et al. 2011; Hoogendoorn et al. 2013), the lung (Ehrhardt et al. 2011), the vocal tract (Woo, Xing, et al. 2015) and the foetal brain (Durrleman et al. 2009; Liao et al. 2012; Serag et al. 2012; Gholipour et al. 2014).

The construction of 4D atlases poses significant technical challenges beyond those found in the construction of 3D atlases. In particular, one must identify common time points as well as homologous anatomical landmarks within the population. There have been several approaches reported in the literature. Gholipour et al. (2014), Serag et al. (2012) performed groupwise registration with kernel regression (Serag et al. 2012; Gholipour et al. 2014) while Liao et al. (2012) used a individual subject’s growth model. Durrleman et al. (2009) jointly aligned subject image sequences to a template sequence. These approaches were applied to the construction of 4D brain atlases. In the present work, the number of time frames is small and therefore we did not use the kernel regression approach. In the case of longer speech tasks with real-time 2D MRI data, Fu et al. (2016) used a similar approach as in Woo, Stone, et al. (2015), but they used a larger kernel window size to find accurate temporal correspondences.

Lorenzi et al. (2011) presented the Schild’s Ladder framework to transport longitudinal deformations in a time series of images into a common space using diffeomorphic registration. In the present work, we incorporate the similar strategy to transport all the time frames using a single learned transformation in order to create a spatial atlas in the reference time frame. In a respiratory motion application (Ehrhardt et al. 2011), diffeomorphic registration-based atlas construction method was presented and lung motion was also derived from the diffeomorphic registration. In that work, only the reference time frame is used as an anatomical guide; but we are interested in both the reference time frame and subsequent time frames to examine tongue and vocal tract shape during speech.

Finally, there are a few notable works on building 4D atlases of the heart for understanding disease and planning intervention using different imaging modalities. In Hoogendoorn et al. (2013), a detailed atlas and spatio-temporal statistical model of the human heart was created from multi-slice CT sequences. In Chandrashekara and Rao (2003), a cardiac motion model was derived from tagged MRI data from normal subjects, where PCA was used to construct a statistical model of cardiac motion. In Duchateau et al. (2011), a framework was developed to compute a statistical atlas of motion from 2D plus time ultrasound sequences. Atlas-based indexes quantifying the abnormality in the motion of a given subject was established to compare against a reference

Figure 1. Illustration of the proposed method. The atlas space is first defined using images of the first time frame (TF). All the time sequences are transformed into the atlas space and the initial spatio-temporal atlas is constructed at each time frame independently. To circumvent the temporal mismatch as shown in TF 10 of subject N, we regroup each time frame based on the Lipschitz norm on diffeomorphisms between each subject and the initial atlas. For example, TF 10 of subject N is included at TF 11 in the final atlas construction. Note that the different widths of the line represent the variations in tongue shape over time.
Table 1. Detailed characteristics of the 22 healthy subjects.

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Age</th>
<th>Gender</th>
<th>Weight (lb)</th>
<th>Subjects</th>
<th>Age</th>
<th>Gender</th>
<th>Weight (lb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23</td>
<td>M</td>
<td>155</td>
<td>12</td>
<td>21</td>
<td>F</td>
<td>126</td>
</tr>
<tr>
<td>2</td>
<td>31</td>
<td>F</td>
<td>150</td>
<td>13</td>
<td>37</td>
<td>M</td>
<td>150</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>F</td>
<td>100</td>
<td>14</td>
<td>22</td>
<td>M</td>
<td>130</td>
</tr>
<tr>
<td>4</td>
<td>57</td>
<td>F</td>
<td>170</td>
<td>15</td>
<td>43</td>
<td>M</td>
<td>180</td>
</tr>
<tr>
<td>5</td>
<td>43</td>
<td>F</td>
<td>217</td>
<td>16</td>
<td>26</td>
<td>M</td>
<td>240</td>
</tr>
<tr>
<td>6</td>
<td>35</td>
<td>M</td>
<td>210</td>
<td>17</td>
<td>42</td>
<td>F</td>
<td>180</td>
</tr>
<tr>
<td>7</td>
<td>45</td>
<td>F</td>
<td>180</td>
<td>18</td>
<td>52</td>
<td>M</td>
<td>156</td>
</tr>
<tr>
<td>8</td>
<td>27</td>
<td>F</td>
<td>180</td>
<td>19</td>
<td>39</td>
<td>M</td>
<td>210</td>
</tr>
<tr>
<td>9</td>
<td>22</td>
<td>F</td>
<td>160</td>
<td>20</td>
<td>50</td>
<td>F</td>
<td>260</td>
</tr>
<tr>
<td>10</td>
<td>44</td>
<td>M</td>
<td>155</td>
<td>21</td>
<td>22</td>
<td>F</td>
<td>165</td>
</tr>
<tr>
<td>11</td>
<td>21</td>
<td>F</td>
<td>126</td>
<td>22</td>
<td>59</td>
<td>F</td>
<td>180</td>
</tr>
</tbody>
</table>

Figure 2. The spatio-temporal atlas using our method. Four time frames representing /e/, /g/, /i/ and /s/ are shown from left to right (at time frames 7, 9, 15 and 20, respectively). We used the CC similarity metric to generate this atlas. The sagittal row shows the phoneme target shapes. The schwa has a fairly neutral shape, followed by the /g/, which shows an elevated tongue. The tongue does not contact the palate in the atlas because of our averaging algorithm, but does show a larger pharynx and smaller superior airway than the schwa. The /i/ reflects the forward motion of the tongue body, and still larger pharynx. The /s/ shows a change in shape in which the tongue tip is elevated and the upper surface is flattened. All the shapes have gentler local deformation than individual subjects because of the averaging technique.

Figure 3. Comparison of different similarity measures to create the atlas. We used SSDs, MI and CC as the similarity measure. Time frame 5 is shown here. Arrows indicate the tongue surface where the most prominent differences were observed and the result using CC provided the most clear tongue surface as visually assessed.
population. In the present work, we use cine MRI to construct a 4D atlas in which cine MRI allows us to visualise the surface motion of the 3D tongue and examine the dynamics of vocal tract shaping.

3. Materials and methods

3.1. Data acquisition

3.1.1. MRI instrumentation and data collection

Imaging was performed on a Siemens 3.0 T Trim Treo system (Siemens Medical Solutions, Malvern, PA) with a 16-channel head and neck coil. Our study uses multi-slice 2D dynamic cine MRI. A fast MR image acquisition technique using segmented k-space data acquisitions was used in this work (McVeigh & Atalar 1992). More specifically, a set of partial, segmented k-space lines were first collected in a specified order. Subsequently, the complete k-space information was combined from the partial and repeated acquisitions in order to create a final image (Lee et al. 2013; Lee et al. 2014). Prior to scanning, each subject was trained to speak to a metronome (26 Hz). Cine MRI data were acquired as a sequence of image frames at multiple parallel slice locations that cover a region of interest encompassing the tongue and the surrounding structures while subjects speak a pre-trained speech task inside the scanner. In order to optimise the spatial resolution in all three planes, the three orthogonal stacks, including axial, coronal and sagittal directions were acquired. Each dataset had a 1-s duration, 26 time frames per second, 6 mm slice thickness and 1.8 mm in-plane resolution. Other sequence parameters are repetition time (TR) 36 ms, echo time (TE) 1.47 ms, flip angle 6° and a turbo factor of 11.

3.1.2. Subjects and speech task

The atlas was constructed based on a population of 22 healthy native subjects. The sample population included both males and females with age ranging from 21 to 57. Detailed information on age, weight and gender included in the atlas construction is listed in Table 1. The speech task was ‘a geese’. This phrase begins with a neutral vocal tract configuration (schwa) and deforms over time. The tongue body motion is simple as it moves only anteriorly, and the word uses little to no jaw motion, thereby increasing the potential for tongue deformation. There are four distinctive frames /ɔ/, /ɡ/, /i/, and /s/ in this word.

3.2. Preprocessing

Given the three orthogonal image stacks having axial, sagittal and coronal orientations, a super-resolution volume reconstruction technique is used to create a single volume with an isotropic resolution (Woo et al. 2012; Lee et al. 2014). Since we pre-train each subject to speak to a metronome, we assume that the image stacks (i.e. axial, coronal, and sagittal) of each subject are synchronised in time. However, because each stack is acquired in a different orientation, a small amount of geometric distortion between these three volumes may be present. Therefore, prior
It is noted that warped trajectories in (d) after applying the warping functions aligned better than the original data in (a) as visually assessed.

to the super-resolution volume reconstruction, we perform a motion correction step using deformable registration. Then a maximum a posteriori Markov random field method incorporating edge-preserving regularisation is used to reconstruct a single volume – termed a super-volume – with improved SNR and resolution (i.e. 1.8 mm × 1.8 mm × 1.8 mm).

3.3. Diffeomorphic image registration

Groupwise registration using diffeomorphic image registration is a key technique used in atlas construction in many applications (Joshi et al. 2004; Avants et al. 2011; Woo, Lee, et al. 2015). We use the well-known large deformation diffeomorphic metric mapping (LDDMM) algorithm (Beg et al. 2005) implemented in the ANTs open-source software library (Avants et al. 2011) in our approach. Let the images \( I : \Omega \in \mathbb{R}^3 \to \mathbb{R} \) and \( J : \Omega \in \mathbb{R}^3 \to \mathbb{R} \), defined on the open and bounded domain \( \Omega \), be the template and target images. The problem is to find a diffeomorphic transformation, \( \phi(x, t) : \Omega \times t \to \Omega \), parameterised over time, which is a differentiable mapping with a differentiable inverse.

The diffeomorphic transformation \( \phi \) can be found by solving the following energy functional

\[
\phi^* = \arg\min_{\phi} \left( \int_0^1 \|v(t)\|_V^2 dt + \lambda \int_{\Omega} \|I \circ \phi^{-1}(x, t) - J\|_2^2 d\Omega \right),
\]

where \( \phi \) and the time-dependent velocity field \( v : \Omega \times t \to \mathbb{R}^3 \) are related by

\[
\phi(x, 1) = \phi(x, 0) + \int_0^1 v(\phi(x), t) dt.
\]

The energy functional in (1) consists of a regularisation term (the first term on the right), a data fidelity term or similarity measure (the second term on the right) and a balancing coefficient \( \lambda \in \mathbb{R}^+ \). \( V \) is the space of diffeomorphisms and \( \| \cdot \|_V \) is a norm on that space.

Improvements to the basic LDDMM strategy have been made. Both mutual information (MI) and cross-correlation (CC) have been introduced as similarity measures in order to accommodate intensity differences (Avants et al. 2011). Also, the entire process has been made to be symmetric so that the input images can be swapped and the estimated diffeomorphism will just be the inverse of the original one. In Avants et al. (2011), this is carried out by decomposing \( \phi \) into a pair of diffeomorphisms \( \phi_1 \) and \( \phi_2 \) and rewriting the energy formulation in a symmetric manner as follows:

\[
E(I, J, \phi_1, \phi_2) = \int_0^{0.5} \|v_1(x, t)\|_V^2 dt + \|v_2(x, t)\|_V^2 dt + \lambda \int_{\Omega} S \left( I \circ \phi_1^{-1}(x, 0.5), J \circ \phi_2^{-1}(x, 0.5) \right) d\Omega
\]

Figure 5. Time alignment results using the magnitude of deformation fields: original data for 22 subjects are shown in (a), the statistics before the time alignment are shown in (b), warping functions for 22 subjects are shown in (c), warped data for 22 subjects are shown in (d) and the statistics after the time alignment are shown in (e).
Figure 6. Time alignment results using the Lipschitz constant: original data for 22 subjects are shown in (a), the statistics before the time alignment are shown in (b), warping functions for 22 subjects are shown in (c), warped data for 22 subjects are shown in (d) and the statistics after the time alignment are shown in (e). It is noted that warped trajectories in (d) after applying the warping functions aligned better than the original data in (a) as visually assessed.

Table 2. Sharpness measures: M1 and M2 ($n=10$).

<table>
<thead>
<tr>
<th>Metrics</th>
<th>SSD</th>
<th>MI</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>3.229 ± 0.134</td>
<td>3.378 ± 0.213</td>
<td>3.415 ± 0.151</td>
</tr>
<tr>
<td>M2</td>
<td>0.114 ± 0.034</td>
<td>0.123 ± 0.032</td>
<td>0.125 ± 0.031</td>
</tr>
</tbody>
</table>

where $S(\cdot, \cdot)$ denotes a similarity measure that depend on the application. In this work, we use CC as our similarity metric. The optimal $\phi_1^*$ and $\phi_2^*$ can be obtained via minimising the energy functional from $t = 0$ to $t = 1$, respectively, thus leading to a symmetric and inverse consistent mapping.

To minimise (3) the following gradient descent approach is widely used (Tustison & Avants 2013)

$$\nabla S = \frac{\partial}{\partial \phi_i} S \left( l(\phi_i^{-1}(x, 0.5)), J(\phi_i^{-1}(x, 0.5)) \right), \quad i \in \{1, 2\},$$

(4)

where the updates of $\phi_1(x, 0.5)$ and $\phi_2(x, 0.5)$ at each iteration are given by

$$\phi_i(x, 0.5) = \phi_i(x, 0.5) + \alpha(K \ast \nabla S(\phi_i(x, 0.5))), \quad i \in \{1, 2\},$$

(5)

and $\alpha$ is a step size and $K$ is a Gaussian kernel (Tustison & Avants 2013).

3.4. Approach

3.4.1. Atlas construction

Our method consists of multiple steps involving both spatial and temporal normalisation. Let $I_i^r$ and $M_i^r$ be time series of images and tongue masks, respectively, where $i = 1,\ldots,Q$ indexes the time frames and $r = 1,\ldots,R$ indexes the subjects. In our experiments, we set $Q = 26$ and $R = 22$. The first step in our method creates a common space using images from the first time frame (i.e. neutral position) using groupwise registration given by

$$\left\{ \hat{\phi}_1^*, \hat{\phi}_2^* \right\} = \arg\min_{\phi_1^*, \phi_2^*} \sum_{p=1}^{22} E(\bar{I}_1, I_p^r, \phi_1^p, \phi_2^p),$$

(6)

where $E(\cdot, \cdot, \cdot, \cdot)$ is the energy functional to estimate the transformations and the mean images $\bar{I}_1$. Since the first time frame represents a neutral configuration of the vocal tract, there is no temporal mismatch in the mean image $\bar{I}_1$.

Second, we transport images from all remaining time frames of all subjects into this common space via the single transformation for each subject learnt from the first step expressed as follows:

$$I_j^r = I_j^r \circ \hat{\phi}_1^{-1}(x, 1) \quad \text{and} \quad M_j^r = M_j^r \circ \hat{\phi}_2^{-1}(x, 1)$$

for $r = 1,\ldots,22$ and $j = 2,\ldots,26$,

(7)

where $I_j^r$ and $M_j^r$ denote the transformed images and tongue masks for each subject $r$ and time frame $j$, respectively. It is worth noting that only a single transformation is needed for each subject to map its image sequence to the atlas space similar to the approaches in Liao et al. (2012), Lorenzi et al. (2011). This will reduce the potential bias caused by the anatomical differences.
Figure 7. PCA results of /a/. The upper section shows the deformed volumes applying different combinations of PCs and the lower section is the corresponding deformed muscular structures including transverse (purple) and genioglossus (blue).

Table 3. Time alignment results using different features (Mean ± SD).

<table>
<thead>
<tr>
<th>Features</th>
<th>Fourier descriptor</th>
<th>Lipschitz constant</th>
<th>Mean deformation</th>
<th>Observed time frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>/a/</td>
<td>7.1 ± 1.2</td>
<td>7.8 ± 3.3</td>
<td>7.1 ± 2.8</td>
<td>7</td>
</tr>
<tr>
<td>/g/</td>
<td>10.7 ± 1.1</td>
<td>11.1 ± 4.3</td>
<td>10.3 ± 2.5</td>
<td>9</td>
</tr>
<tr>
<td>/i/</td>
<td>15.7 ± 2.6</td>
<td>15.5 ± 4.5</td>
<td>15.1 ± 2.1</td>
<td>15</td>
</tr>
<tr>
<td>/s/</td>
<td>20.2 ± 1.9</td>
<td>19.5 ± 3.8</td>
<td>19.7 ± 2.2</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 4. PC loadings for four time frames (%).

<table>
<thead>
<tr>
<th>PC</th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
<th>PC4</th>
<th>PCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>/a/</td>
<td>10.97</td>
<td>8.93</td>
<td>7.03</td>
<td>6.35</td>
<td>5.86</td>
</tr>
<tr>
<td>/g/</td>
<td>10.18</td>
<td>9.19</td>
<td>6.91</td>
<td>6.30</td>
<td>5.83</td>
</tr>
<tr>
<td>/i/</td>
<td>11.75</td>
<td>8.36</td>
<td>6.31</td>
<td>5.97</td>
<td>5.93</td>
</tr>
<tr>
<td>/s/</td>
<td>12.06</td>
<td>8.57</td>
<td>6.08</td>
<td>5.83</td>
<td>5.29</td>
</tr>
</tbody>
</table>

in each subject while preserving the temporal correspondence. This step also provides a space to define a normalised metric.

Third, in order to deal with the temporal mismatch across different speakers, we first characterise temporal features during speech. We then use the Fisher–Rao Riemannian distance to perform the time alignment using the features. The distance is used to define a Karcher mean template and warp the individual time trajectories to align with the Karcher mean template. We compute three different scalar features to compare the performance including the Fourier descriptor – the magnitude of Fourier transform coefficients derived from the tongue surface (Burger & Burge 2013), the Lipschitz constant, and the average magnitude of deformation fields. To remove the bias caused by the different size of the tongue across subjects, we use the normalised tongue shapes, $\mathcal{M}'$, obtained in Equation (7). We use 2D mid-sagittal closed contours due to the easy of computation.

Each feature is detailed as follows. The Fourier descriptor is described by transformed coefficients of the tongue shape. For instance, while the low-frequency descriptors capture information about the general features of the shape, the high-frequency descriptors provide information about the fine details of the shape. Sampling a closed curve $C'_j$ at $\mathcal{P}$ (we set $\mathcal{P}=250$ in this work) regularly spaced positions $t_0, t_1, \ldots, t_{\mathcal{P}-1}$ with $t_j - t_{j-1} = \text{Length}(C)/\mathcal{P}$ provides a sequence of 2D coordinates $V = (v_0, v_1, \ldots, v_{\mathcal{P}-1})$, i.e.

$$v_k = (x_k, y_k) \text{ for } 0 \leq k < \mathcal{P}. \tag{8}$$

We take the functions $x_k$ and $y_k$ and interpret them as points $g_k$ in the complex domain for which we compute its discrete Fourier spectrum, $G = (G_0, G_1, \ldots, G_{\mathcal{P}})$, in the following form:

$$G_p = \frac{1}{\mathcal{P}} \sum_{p=1}^{\mathcal{P}} g_k \exp \left( -i2\pi m \frac{p}{\mathcal{P}} \right). \tag{9}$$
where $A_p = \text{Re}(G_p)$, $B_p = \text{Im}(G_p)$, and the magnitude of the spectrum is defined as follows:

$$
\text{MAG}_G = \sqrt{A_p^2 + B_p^2}. \tag{10}
$$

We evaluate first three magnitude values and find the one that best describes the tongue contours in our experiment. For the mean of magnitude of deformation fields, let $\psi_m(x, t) : \Omega \times t \rightarrow \Omega (m = 2, \ldots, 26)$, be the diffeomorphic mapping between the reference time frame and the remaining time frames. The mean of magnitude of deformation fields is defined as follows:

$$
\text{MD}_m = \frac{\int_{\Omega} |\psi_m(x, 1)| \cdot B_5(x) \, dx}{\int_{\Omega} B_5(x) \, dx}, \tag{11}
$$

where $|\cdot|$ denotes the magnitude of a deformation field and $B_5(\cdot)$ is the bounding box encompassing the tongue region defined in the reference time frame is represented by a binary mask introducing the following characteristic function:

$$
B_5(x) = \begin{cases} 
1 & \text{if } x \in S \\
0 & \text{if } x \notin S.
\end{cases} \tag{12}
$$

For the registration, we use the SyN (symmetric normalisation) algorithm with the CC similarity metric (Avants et al. 2011). For the Lipschitz constant, $\text{Lip}(\psi, \Omega)$ is defined as follows:

$$
\text{Lip}(\psi_m, \Omega) = \inf \left\{ l \in \mathbb{R} : \left\| \psi_m^{-1}(x_1, 1) - \psi_m^{-1}(x_2, 1) \right\| \leq l \| x_1 - x_2 \|, x_1, x_2 \in \Omega, x_1 \neq x_2 \right\}, \tag{13}
$$

where $\| \cdot \|$ denotes the Euclidean distance between two points. These features uniquely characterise the time sequence trajectories across subjects.

Fifth, we construct the final atlas for each time frame after the time alignments via groupwise diffeomorphic registration given by

$$
\left\{ \hat{\psi}^r_1, \hat{\psi}^r_2 \right\} = \arg\min_{\psi^r_1, \psi^r_2} \sum_{p=1}^{22} E(\tilde{I}_i, I_p, \psi^r_1, \psi^r_2). \tag{14}
$$

We impose a constraint that the reassignments should be non-decreasing so that the frame reversal should not be allowed.

3.4.2. Muscle segmentation using structural atlas of the vocal tract

In order to observe movements of muscles during speech, the delineation of muscles is needed. However, cine MRI only provides the whole tongue and partial visibility of bone, not intrinsic and extrinsic muscles, which makes the results of manual segmentation inadequate. Structural MRI, however, provides higher resolution, thus allowing us to delineate and analyse internal muscles. Recently, the vocal tract atlas and its manual muscle segmentation from high-resolution MRI has been constructed (Woo, Lee, et al. 2015). Using the atlas, we perform the whole...
tongue surface-based registration using the SyN method between the atlas and the first time frame of cine MRI and transfer muscles using the same transformation. We then propagate the muscles from the first time frame of cine MRI throughout the remaining time frames using consecutive registrations of the reference time frame with each time frame. In our experiments, we use two muscles including transverse and genioglossus.

3.4.3. Statistical deformation model using PCA

The key idea of statistical deformation models using PCA is to carry out a statistical analysis directly on the deformation fields that describe correspondences of time frames across subjects. We analyse the transformation that map each point in the anatomy of the spatially normalised subjects to the corresponding point in the anatomy of the final atlas defined in Equation (14)

\[ T = \left( \hat{\psi}_{Li} \right)^{-1}(x, 1). \]

We then apply PCA directly to \( T \) in four distinctive time frames, /a/, /g/, /i/ and /s/. The goal of statistical deformation models is to approximate \( \mathcal{C} \) using a linear model of the form (Chandrashekara & Rao 2003):

\[ \mathcal{C} = \hat{\mathcal{C}} + \Phi \mathbf{b} \]

where \( \hat{\mathcal{C}} \) is the mean of deformation fields for all 22 subjects

\[ \hat{\mathcal{C}} = \frac{1}{n} \sum_{i=1}^{n} T_i \]

and \( \mathbf{b} \) is the parameter vector. The columns of the matrix \( \Phi \) are formed by the principal components (PC) of the covariance matrix \( S \)

\[ S = \frac{1}{n-1} \sum_{i=1}^{n} (T_i - \hat{\mathcal{C}})(T_i - \hat{\mathcal{C}})^T. \]

We can compute the principal modes of variation of the deformation fields and warp the entire volume and shape of the segmented muscular structures using

\[ I_W = I_A(\hat{\mathcal{C}} + \Phi \mathbf{b}) \quad \text{and} \quad M_W = M_A(\hat{\mathcal{C}} + \Phi \mathbf{b}), \]

where \( I_A \) and \( M_A \) represent the final atlas volume and segmented muscular structures, respectively, and \( I_W \) and \( M_W \) represent the warped volume and segmented muscular structures with different modes of variation, respectively. The mean shape, the principal modes of variation and the associated eigenvalues constitute the statistical deformation model.

4. Experimental results

The final spatio-temporal atlas using our method using the Fourier descriptor is shown in Figure 2, where four representative time points including /a/, /g/, /i/ and /s/ are illustrated. Since there is no ground truth in the atlas building, we evaluated and compared a set of different similarity measures and features used in the time alignment step to build the spatio-temporal
atlas. For the spatial normalisation, in our experiment, we evaluated the most widely used similarity measures such as MI, sum of squared differences (SSD) and CC and the other settings including transformation models and regularisation methods remained same. Figure 3 depicts the three atlases at time frame 5 that were generated using different similarity measures. Red arrow indicates the marked differences in the tongue surface, where our proposed method using CC best aligned all the images, thereby creating the sharp tongue surface among all methods as visually assessed. For quantitative evaluation, we computed two sharpness measures used in Gholipour et al. (2014), namely the intensity variance measure (M1) and the energy of image gradient measure (M2) on atlases of 10 different time points. Table 2 lists the numerical results of the two measures and CC provided the best results. These results were also consistent with the visual assessment, suggesting that the CC similarity measure is well suited for this application.

In addition, since the dynamic sequences during speech across speakers are not perfectly synchronised, we used three different features for the time warping method, including the Fourier descriptor, mean deformation and Lipschitz norm and the results are shown in Figures 4, 5 and 6, respectively. Table 3 summarises the quantitative results (i.e. mean ± SD) after time warping of four manually picked time frames by one expert observer. After applying the warping functions for each subject in (c), the original data in (a) were better matched as visually assessed. Among three methods, the use of Fourier descriptor provides the least dispersed data from its mean, suggesting that it is more robust than other methods. After applying the time alignment step using the Fourier descriptor, we were able to generate the time-aligned spatio-temporal atlas as shown in Figure 1.

We also performed statistical deformation analysis using PCA. Because our deformation fields used in the PCA analysis removed the spatial differences by using the spatial normalisation of the reference time frame, we observed subtle changes for each PC. Figures 7, 8, 9, 10 depict mean and statistical atlases by applying different combinations of PCs to the volume and segmented muscle structures including transverse and genioglossus for the four time frames. Figure 7 shows the variance for /schwa/ captured by the first three PCs’ examination of mean ± 3σ that best visualises the features. PC1, which accounts for 10.97% of the variance, shows a steeper (−3σ) vs. flatter (3σ) peak in the upper tongue surface. PC2, (8.93%) captures a more posterior tongue with high jaw (−3σ) vs. anterior tongue with low jaw (3σ) (see pharyngeal airway and lip opening). PC3 (7.03%) is similar to PC2, but with the signs reversed. PC3 has a larger region of convexity vs. concavity in the upper tongue, and a higher more anterior tongue vs. a lower more posterior tongue than PC2. The muscle depictions in the lower section show that for PC3, transverse (purple) and genioglossus (blue), have dramatically different shapes for −3σ vs. 3σ. This is true for the other sounds as well and for other muscles not depicted here. These muscle

Figure 10. PCA results of /s/. The upper section shows the deformed volumes applying different combinations of PCs and the lower section is the corresponding deformed muscular structures including transverse (purple) and genioglossus (blue).
differences can be compared to the muscle shapes of individual subjects to quantify specific motions and inter-subject variability for specific sounds. These suggest that the main variability in production of /æ/ is the shape of the upper tongue contour. Variability is also seen in AP and SI tongue positions. Figure 8 shows the variance for /g/ captured by the first three PCs. PC1 (10.18%) distinguishes a more anterior (−3σ) vs. a more posterior (3σ) tongue position. PC2 (9.19%) and PC3 (6.91%), as with schwa, are similar, but with the signs reversed. They capture differences in shape of the anterior tongue surface, the airway size and jaw/lip opening. Figure 9 shows the variance for /i/. PC1 captures a more anterior (−3σ) vs. posterior (3σ) tongue body consistent with the tongue body position for /g/ (−3σ) vs. /s/ (3σ). PCs 2 and 3 show coarticulatory variance occurring in the /i/. PC2 captures anterior tongue shape features consistent with an apical (−3σ) vs. laminal (3σ) /s/. PC 3 further emphasises the anterior vs. posterior body position and related flatter vs steeper shapes associated with /s/ or /g/. Figure 10 shows the variance for /s/. PC1 best captures the tongue tip shape distinction between apical (−3σ) and laminal (3σ) /s/ production. Looking at the muscles (lower section), PC1 at 3σ has a depressed tongue tip, where PC2 at 3σ has a horizontal tip. The muscles show at −3σ that PC1 is elevated and PC2 is depressed. PC3 captures a difference in the pharyngeal tongue shape, which is more posterior in −3σ.

5. Discussion

In this work, we presented a novel framework for constructing a spatio-temporal atlas of the tongue during speech from cine MRI for the first time. The proposed method provides a framework to observe the main pattern of tongue surface motion and statistical models via PCA to create statistical atlases, which can be potentially used to elucidate speech-related disorders. The statistical models on deformation fields for each time frame provide inter-subject variability of the tongue during speech.

The contributions of this work are twofold. First, in a spatio-temporal groupwise registration framework, we formulated a spatial and temporal alignment problem independently in contrast to the algorithms used in other applications (De Craene et al. 2011; Gholipour et al. 2014), that of finding the minimum distance on diffeomorphisms and we tackled this problem using the atlas of the reference time frame and the time warping method using the Fisher–Rao metric using the Fourier descriptor, respectively. One straightforward way to construct an atlas is to perform independently groupwise registration at each time frame. While this provides a spatially aligned atlas over time, it will not take the temporal mismatch into account, thereby leading to the inaccurate spatio-temporal atlas (Woo, Xing, et al. 2015). In order to perform temporal alignment, we need a normalised metric after spatial normalisation using the reference time frame and that is why we separate the spatial and temporal alignments. For the time alignment, we used the time warping framework based on the Fisher–Rao metric and associated geodesic distance (Kurtek et al. 2011). This framework operates on a scalar feature and thus we used the Fourier descriptor, mean deformation and Lipschitz norm as an input feature that characterises the motion over time. As in Table 3, the time alignment step using the Fourier descriptor provided the best result in terms of the dispersion from the mean. We thus generated the final atlas using the Fourier descriptor. In terms of the similarity measure, CC provided the best performance among other metrics. Second, we created the spatio-temporal atlas for the first time, which opens new vistas to study tongue motion during speech production. This first application of the atlas is to depict normal speech production. We have shown that all four sounds vary among the 22 subjects used to develop this atlas. The atlas captured the key features of each sound. The /i/ in particular was quite susceptible to coarticulation of the body and tip with the surrounding consonants. For the /s/, we have captured the two /s/-types, apical and laminal, including subtle nuances in their shapes. These kinds of feature descriptions and quantities allow us to better understand and represent the key components of sounds, as well as their effects on each other. The next application of this atlas is to compare patient productions with the normal atlas and see how and where the patient productions differ.

In our future work, we will incorporate multimodal imaging data such as muscles from structural MRI and motion tracking from tagged MRI (Xing et al. 2013) into this spatio-temporal atlas. This will allow us to track not only tongue surface motion but also internal muscle deformations over time. Furthermore, we will apply our method to more complex speech tasks and link our atlas with biomechanics of the muscles of the tongue. As with any other atlases such as the brain, the value of our spatio-temporal atlas will become more meaningful if used within vocal tract-related research and by the clinical community. We hope that future use of the atlas by other researchers will help drive refinements and improvements to the atlas.

6. Conclusion

In this work, we proposed a new approach to constructing a spatio-temporal atlas (i.e. mean motion model) and statistical models of the tongue during speech from cine MRI. Novel methods for both spatial and temporal normalisations were proposed to construct the final atlas. A PCA was performed on the deformation fields used in the atlas building for four representative time frames to extract the major modes of variation in the fields, allowing us to observe variability of speech in a population of subjects. The constructed spatio-temporal atlas will be used to investigate the similarities and differences in normal and abnormal tongue behaviours, which can be used to elucidate speech-related disorders.
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